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Abstract

Increased automation and intelligence in computer systems have revealed Cloud-
based computing constraints such as unpredictable latency in safety-critical and
performance-sensitive applications. Features of smartphones attract researchers
more towards using smartphones as edge computing devices because of the pres-
ence of the sensors inbuilt and the computing powers of CPU cores. So a smart-
phone is a combination of IoT and Edge computing devices.

To overcome the usage of high-end computing devices at the edge layer, this
article proposes the idea of using a smartphone as an edge device for process-
ing data. Sensors or IoT devices generally send data to the edge device rather
than directly sending it to the cloud for processing. So mainly, this article empha-
sizes solving the research question of whether smartphones can be used as edge
devices. So in this, a distributed smartphone system following master-slave ar-
chitecture is proposed, which helps to distribute the computation power among
slaves. Word count, average of temperature data and indoor localization. Com-
pared to desktop PCs computation, master-slave utilizes CPU 75% more than just
on single-device computation and on an average 50% faster than on computing
on a single device. This motivates us to design an architecture that can utilize
the data from the cloud and perform the computation using the CPU cores of the
smartphone.
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CHAPTER 1

Introduction

1.1 Organization of Thesis

A flow diagram for the organization of the thesis is shown in Figure 1.1.

Chapter 1 (Introduction): This chapter briefly describes edge computation, the
evolution of smartphones, and issues with the server as an edge device and then
I have provided the motivation for this thesis and problem statement.

Chapter 2 (Rise of smartphones): This chapter discusses about the evolution
of smartphones, that how both hardware and software of the device has been im-
proved in last few decades.

Chapter 3 (Literature Survey): This chapter discusses the existing work where
smartphones are used as an edge device. And also some of the issues and chal-
lenges regarding the edge and cloud computing paradigm, which can be resolved
with the use of smartphones as edge devices for specific workload/tasks.

Chapter 4 (Proposed Architecture): This chapter talks about the propsed ar-
chitecture based on master slave using smarphones and idea on how map-reduce
can be implemented on mobiles using this architecture

Chapter 5 (Methodology): This chapter will talk about the actual system archi-
tecture of master-slave developed for our application and a detailed description
of the working of two applications on this architecture.

Chapter 6 (Indoor Localization):Brief description of how to find the location of
person based on magnetic field using master slave architecture is been discussed
in this chapter.
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Figure 1.1: Organization of Thesis
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Chapter 7 (Performance Evaluation): This chapter will give an overview of the
behavior of our algorithm based on the three metrics CPU utilization, time, and
scalability.

Chapter 8 (Conclusion and Future Work): This chapter concludes my work
and discusses the future possibilities of work that could be done to improve the
system.

1.2 Overview of Edge Computing

With the rapid development of the Internet of Things (IoT), the number of in-
telligent devices connected to the Internet is increasing. Cisco claims that there
will be 29.3 billion devices by 2023, resulting in large-scale data [20]. Traditional
cloud computing models incur bandwidth load, slow response speed, poor secu-
rity, and poor privacy. To reduce the latency, edge and fog computing solutions
have arisen. Edge computing facilitates the execution of computations at the net-
work’s edge - proximity to the user and proximity to the source of the data. It is
lightweight at the network’s edge for local, small-scale data storage and process-
ing.

Edge computing [18] extends computational, network connectivity, and stor-
age capabilities from the cloud to the network’s edge. It permits business logic
between the upstream data of the Internet of Things and the downstream data of
the cloud service (IoT). Edge computing offers further advantages of agility, real-
time processing, and autonomy in the area of Industrial IoT to provide value for
intelligent manufacturing. In most IoT applications, sensor data is gathered from
diverse sensors on a server for data analysis. For instance, the analysis could be as
simple as calculating a region’s average temperature or air quality. However, the
computation may require good computing power considering smart city applica-
tions with high volume/variety of data from wearable sensors, deployed sensors,
cameras, etc.
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(a) (b)

Figure 1.2: (a) Cloud (b) Edge Layer

Fig. 1.2(a) shows the simple architecture of Cloud Computing where the end
devices are directly connected to the cloud. The raw data will be directly sent to
the cloud. Fig. 1.2(b) shows the simple architecture of edge computing, where
there is an extra edge layer between the end devices and the cloud, where the raw
data will be stored locally, and some computations can be done. Then the refined
data will be sent to the cloud.

In edge computing, an edge serves as a gateway between the cloud and the
data-generating devices. Any edge device, from smartphones to industrial equip-
ment, can produce data that needs analysis. As a mediator, the edge server gath-
ers data from the devices and transmits it to the cloud for additional processing.
This makes it possible to use less bandwidth and respond more quickly. The use
of edge computing has the potential to change how we interact with the Internet
completely. Edge computing enables programs to be more responsive and effec-
tive by moving computation and data storage closer to the point of use.

Edge computing can drastically reduce latency by moving computation and
storage closer to the data source. This is especially crucial for real-time process-
ing applications like self-driving cars and health applications. As most of the
data can be processed at the edge, i.e., near the sensors, the bandwidth efficiency
can also be improved. Another main advantage of using an edge server is that
data will not be transferred to the cloud over the Internet. Instead, the raw data
will be stored and processed locally near the sensors at an edge server. The use
of edge computing has the potential to change how we interact with the internet
completely. Edge computing can increase applications’ responsiveness, efficiency,
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and security by moving computation and data storage closer to the point of use.

Figure 1.3: Edge Computing

Researchers are more focused on creating a local server environment where
vital data can be stored or processed before sending it to the centralized data cen-
ter or cloud storage repository. The below figure illustrates the paradigm of edge
computing, creating a server or network of servers which can act as a middleman
between IOT devices and the cloud.

1.3 Evolution of Smartphones

Nowadays, smartphones have quickly supplanted feature phones as the most
common design for mobile devices. By the end of 2023, smartphones are expected
to make up 90 percent of mobile devices used worldwide, according to [55], the
rapid technological development of mobile handsets, from communication de-
vices with fixed features to general-purpose devices with increased computational
power and network connectivity, is reflected in the popularity of smartphones.

We will discuss about the rise of smartphones in the last decade in detail in the
next chapter.

5



1.4 State of the art of Computational power (Server)

Advancements in the computational power of servers have improved in the last
decades[43]. Servers comprise high computing power, where they can handle
more than one computation request of the clients/users. These servers are used
in client-server, i.e., the client will request the specific task, and the server will do
the job and revert it back to the client. Using this architecture, even if the client has
no high computational setup, it can also see the specific task’s results or output.
They are equipped with advanced networking capabilities, which give them the
power to handle a significant amount of data traffic and give smooth communica-
tion between the client and server. Servers also play an essential role in tasks that
needs high computational power. They are made to efficiently compute complex
functions like machine learning, data analytics, etc. This architecture is efficient
for cloud computing systems [45]. Traditionally, a conventional PC had been used
to set up a small server that can facilitate the requests of the clients.

1.5 Issues and Challenges in Server

Although servers are undoubtedly the most powerful computers available today,
there are a few drawbacks to be aware of. Firstly they can be costly to purchase
and maintain and also require high technical expertise for smooth and efficient
operations. A typical AWS server costs you around $52.57 for a month[51, 7],
even if you are doing high computational tasks. As the server act as a central
point of the architecture, failure in the server can disrupt the entire system; yes,
there are solutions for this, like duplicating the data at different nodes/servers.
Still, this may not be feasible or cost-effective for a small server setup. Delay in
sending and receiving messages is also a significant disadvantage due to many
reasons like network error, excessive traffic on the server, etc. To overcome these,
we can use the edge layer architecture that instead of entirely relying on the cloud
servers. Running a server also requires high energy input, i.e., it consumes more
power. For example, let us take a PC acting as a server with an Intel Core i3,
which will consume approximately 50*(1+2.5)*6 = 1050 WH(Watt-Hours) if we
keep it running for 6 hours. Here 2.5 indicates that every Watt consumed requires
2.5 Watts for cooling and power distribution [1]. Also, due to the extensive use of
servers which leads to more power consumption, it also emits more carbon diox-
ide to the environment, which leaves a carbon footprint[53]. The authors of this
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paper did an empirical study of using smartphones as a server/computing device
for specific tasks and proposed an architecture for the same.

1.6 Phone as a Computing Platform (PaaP)

As discussed in the above chapters, the recent advancements in hardware and
software of smartphones, they can also be used as a computational device. From
the fig 2.1 we can see that the performance of the SoC or the processor clock speed
has increased significantly compared with the conventional PCs.

Former studies show that we can use a smartphone as a computing platform
[53, 12, 48], where the researchers have shown with different empirical studies
that smartphones are capable of complex computations too. Edge computing ap-
plications like health care, smart city, and smart farming in these different appli-
cations we can use smartphones as local computational devices.

1.7 Why Smartphones are advantageous ?

Smartphones are the most used computing device in the world. According to [3],
India will have around 1 billion smartphones by 2026. Also, as discussed in the
above sections, the computing power of smartphones has increased significantly,
and it is still improving. However, the irony is that such high computing power
is under-utilized. Apart from gaming applications on phones, not many apps uti-
lize CPU power. For instance, according to[38], we found that the most commonly
used applications were Whatsapp, Instagram, and Snapchat, which utilized only
a fraction of the CPU despite being used for an entire day. Gaming apps were
observed to be used for a mere 2-3 hours/per week. We can use smartphones’
computing power to utilize it for complex specific tasks efficiently.

1.8 Motivation

Many applications such as smart farming, data analysis, smart home, and smart
city use IoT sensors and edge computing devices for computation as a dedicated
local server. Although not too much computation is required, high-end comput-
ing devices are kept as edge devices. Nowadays, people tend to change mobile
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phones every 2-3 years even though older ones are in working condition. Basi-
cally, older ones will create e-waste if not kept in use. To bring the computation
power from idle to some extent, we can aim to use the mobile phone as an edge
device, replacing the conventional server at an edge layer. Multiple phones can
provide even high computation power, so one of the motives is to propose an ar-
chitecture that can effectively utilize the computation power. This can optimize
resource utilization as well as can be cost-effective, which can eliminate the use of
high-end computing devices.

1.9 Problem Statement

This thesis revolves around using the capabilities of multiple smartphones as edge
devices to utilize their computing power. Computation is distributed using the
master-slave paradigm, and along with multithreading tasks can be executed in
parallel. The master, as a central device divide task among slaves, and these slaves
perform computations using multithreading and then sends results back to the
master. Inbuilt sensors of mobile phone can help person to locate its location in
the indoor environment using the master-slave architecture of mobile phones.

1.10 Chapter Summary

In this chapter, we have discussed about edge computing, the capabilities of smart-
phones, can we use smartphones as a computing platform, what are the issues
and challenges, and finally the motivation of the thesis followed by the problem
statement.
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CHAPTER 2

The Rise of Smartphones

Since their initial release, smartphones have undergone remarkable advancements
in crucial hardware components, leading to rapid expansion in application capa-
bilities. These improvements have also had significant implications for using a
smartphone as a computational device, with the integration of Neural Process-
ing Units (NPUs) in the latest smartphone models. These NPUs enable the im-
plementation of machine learning techniques, such as deep learning, into stan-
dard phone functionalities. This integration has resulted in various enhance-
ments, ranging from better computation power to efficient battery usage, which
leads researchers to think that a smartphone can be used as a computing device.
Along with this, smartphone manufacturers have also started leveraging dedi-
cated deep-learning hardware to improve the overall utilization of smartphones.
However, researchers have started working on using the capabilities of smart-
phones to revolutionize personalized health applications. In this area the smart-
phones are employed in many diverse diagnostic applications, including human
activity recognition[46], human sleep analysis [38], stress analysis[58], and also
heart attack risk prediction [42]. This chapter will discuss the main components
that facilitate these technological advancements, which include smartphone pro-
cessors/ System of Chip(SoC), Random-access Memory(RAM), and battery ca-
pacity.

2.1 Are smartphones nearing the processing speed ca-

pabilities of PCs?

In the past decade, there were seen improvements in the processing speed of
smartphones, and think tanks were saying that smartphones may have a signifi-
cant processing speed as compared to PCs. Comparing the processing power of
both these computational devices was not simple.
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To compare the processing speed of the smartphones with conventional Pcs
i.e. cross platform, cross architecture, it is necessary to test it with some standard
benchmark tests. And they suggests the performance gap between smartphones
and PCs is decreasing fast and much closer than thinked before. Geekbank5 [24]
is a mainstream benchmark framework which was created by Primate Labs and it
provides the comparison testing of device and its’s CPU performance. It is a cross
platform and cross-architecture, which makes it possible to compare the perfor-
mances of different types of devices. For an instance lets discuss about how it
compare the performance, Geekbench 5 uses Intel Core i3 as the base of different
devices comparison and its test performance scored as 1000. In September 2021,
phone manufacturer Apple releases the latest version of its A-series Bionic SoCs
which they called as “A-15 Bionic” [11]. The preliminary Geekbench 5 results
suggest that the processing speed of A15 approaches even more than that of the
Intel’s latest mobile CPUs.

The processing speed of smartphones is indeed approaching that of the most
recent generation of PCs, as seen by the latest smartphones[9, 33], whether they
run the iOS or Android operating systems. This is advantageous for using the
smartphone for on-device processing and analytics rather than doing it elsewhere,
in addition to using it for data collection.

2.2 Improvements in the hardware of smartphones(SoC)

In the past decade, there were seen improvements in the main smartphone’s hard-
ware i.e., SoC of the phone. An SoC is the main heart of the smartphone, where
different chips are integrated. SoC typically has 3 major components, CPU/processor
cores for computation, RAM for the local temporary storage of the computational
data as well as dedicated input/output(I/O) interfaces for data accessibility by
the other components [19].

Application-specific integrated circuits (ASICs) for accelerated video-encoding
(camera record) and decoding (video playback) applications are now included in
more modern SoCs. Additionally, SoCs provide wireless communication through
Bluetooth, Wi-Fi, and compatibility for older cellular networks, whereas future
networks, such as fifth-generation "5G," are frequently initially provided on sepa-
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rate hardware[41]. Since the SoC in every smartphone device is the main compo-
nent of the current application code, researchers are continuously improving and
enhancing the three crucial aspects of SoC design that have brought performance
levels up to par with those of laptop computers today.

2.3 Improvements in Processor Clock Speed

Clock speed, the number of processing cores, and the core microarchitecture are
some of these aspects. [52]. The clock speed of a processor is the rate at which
the CPU generates clock pulses to control all the functions including arithmetic,
logic and data transfer for fetching and storing from RAM and external storage
[50]. The advancements in the clock speed of the processors is showed in the fig
2.1, where the the processing speed has been increased significantly.

Figure 2.1: Evolution of Clock speed of mobiles

A CPU can execute software code more quickly and a mobile device appears
to operate more quickly the higher the clock speed. In terms of smartphone SoCs,
CPU clock speed is expressed in "Hertz".

2.3.1 Need of more number of cores

The more the number of cores the better computation power you can have. In the
last decade the number of cores a processor of a smartphone has, has increased to
8, and research on multicore processors is still going on. A modern processor core
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consists of many millions of transistors.And electric signals are lept switching this
transistors. The transistors’ maximum switching frequency determines the max-
imum clock speed of a processor [5]. Hence, there is a limit to the clock speed of
any processor.

To overcome this limitation of maximum clock speed, the solution was to in-
crease the number of processor cores. A processor with more than one processor
is enable to split a coded application to split the time consuming comples code
into various threads. Each thread can be processed on a separate core, thus mak-
ing the code parallely computing, will decrease the overall code execution time
[57].

2.4 Improvements in Random-access Memory(RAM)

In smartphones, RAM is a high-speed volatile memory storage for temporarily
storing the data related to the on-going processes or computations. More the
RAM, larger and data intensive application can be executed on the phone.

The amount of RAM in smartphones has significantly increased over the last
ten years. Devices quickly advanced from 256MB to 512MB of RAM, with lim-
ited memory capacity, reaching 1GB of RAM around 2010. AdvancLater, RAM
capacities of 2GB and 3GB were the norm, enhancing multitasking efficiency and
performance. 4GB of RAM became the industry standard by 2016–2017, greatly
boosting smartphone performance. The RAM capacities of smartphones have in-
creased in recent years, reaching 6GB, 8GB, or even 12GB [10]. The capacity to
multitask and manage resource-intensive tasks has significantly increased thanks
to these developments and software optimisations.

2.5 Chapter Summary

In this chapter, we have discussed the rise of smartphones in all the major aspects.
The idea of this chapter was taken from [58], where the authors have explained
the rise of smartphones.
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CHAPTER 3

Literature Survey

Several works have already been done on using the power of smartphones effi-
ciently. As we have discussed earlier about the capabilities of smartphones and
how efficiently we can use the smartphone for different purposes.

Authors in [49] explore the potential of using smartphones as alternative com-
puting engines for cloud-based applications. Traditionally, cloud computing re-
lies on centralized data centers to process and store data, requiring significant in-
frastructure investments and energy consumption. However, the rapid advance-
ments in smartphone capabilities, such as processing power, storage capacity, and
network connectivity, have opened up new possibilities for leveraging these de-
vices as distributed computing resources. The authors highlight several benefits
of using smartphones as alternative cloud computing engines. First, smartphones
are ubiquitous, with billions of devices in use worldwide. This widespread adop-
tion allows for a vast network of distributed computing resources, potentially
leading to enhanced scalability and improved performance for cloud-based ap-
plications. Moreover, smartphones are equipped with various sensors, such as
cameras, accelerometers, and GPS, which can enrich the capabilities of cloud ap-
plications by providing contextual information and enabling new types of ser-
vices.

Another advantage of utilizing smartphones for cloud computing is their mo-
bility. Unlike traditional data centers, smartphones are mobile devices that can
move closer to the end-users or specific locations where computing resources are
needed. This proximity can reduce latency, improve response times, and enable
edge computing capabilities, enhancing the overall user experience. In conclu-
sion, the paper highlights the potential benefits of leveraging smartphones as al-
ternative cloud computing engines, including scalability, performance improve-
ments, mobility, and potential environmental advantages.
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The concept of Smart farming [14] is related to real-time data gathering, pro-
cessing, and analysis, as well as automating the technologies used in farming.
Moreover, it can also help the farmers in decision-making regarding farming pro-
cedures. Here authors are using the smartphones just for collection of data and
sending the data to a local or cloud server.A similar kind of study has been done
by the authors in[31], where they discuss using a smartphone or tablet, a herd
management system that enables cow ranchers to manage their dairy or beef
herds.. MooMonitor+ [21] uses wearable collars to track the health and fertil-
ity of each individual cow, allowing farmers to keep an eye on their entire herd
from their phones. Map your meal [2]is a smartphone app focused on agriculture
that explores the world’s food system with the goal of raising public awareness
of global interconnectedness. Farmers and customers may use this smartphone
app to scan products to determine how fair and environmentally friendly they
are. Finally, FoodLoop[37] provides real-time deals on "nearly expired" products
and connects the grocer inventory system and smart tagging to consumer-facing
mobile applications to help the reduction of food waste. In this [35], the authors
propose developing a system optimally watering agricultural crops based on a
wireless sensor network. The system consists of three components: hardware,
web application, and mobile application. Soil moisture sensors are used to mon-
itor the field, connecting to the control box. The web-based application manip-
ulates the details of crop data and field information. It applies data mining to
analyze the data for predicting suitable temperature, humidity, and soil moisture
for optimal future management of crop growth. The mobile application is mainly
used to control crop watering through a smartphone.

Authors in [6, 15]contend that a number of crucial IoT services and applica-
tions should be run on the Cloud Computing platform. They contend that Fog
Computing supports a new breed of apps and services rather than focusing on
Cloud Computing. The article is divided into sections that outline and introduce
the Fog Computing paradigm’s properties. They then closely examine a few note-
worthy apps and services that support their claim that the Fog is an essential part
of the platform needed to support the Internet of Things. Another interesting
research study and implementation of smart city[36], where the authors have dis-
cussed about conceputlizing a smart city where the devices are connnected. Au-
thors in [23] have discussed the emerging field of fog computing and how it can
be helpful by creating a whole layer of the computational device, where all the
devices come of a particular city comes under an umbrella and can be used as an
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edge layer. The authors have estimated the computation power that can be gen-
erated by applying this architecture by making an edge layer of all computational
devices of the city of Barcelona. And they have claimed that it can be 10 to 20
times more potent than an Amazon Web Service(AWS) cloud server.

In recent times researchers have been trying to use the power of smartphones
which are remained idle or are not being utilized, i.e., instead of keeping the
phone idle, efficiently utilizing the power of smartphones. Authors in [12] discuss
the potential of using idle smartphones being charged overnight as distributed
computing infrastructure for an enterprise that supplies its employees with smart-
phones and utilizes smartphones efficiently and as a cost-effective alternative to
running specific tasks on traditional servers. They address the challenges of us-
ing smartphones for computing and develop CWC, a distributed computing in-
frastructure using smartphones. They implement and evaluate a prototype of
CWC that employs a novel scheduling algorithm to minimize the makespan of
a set of computing tasks. The evaluations show that CWC’s scheduler yields a
makespan that is 1.6x faster than other, more straightforward approaches. Junk-
Yard Computing[54, 16] is a new paradigm, and here, authors are discussing uti-
lizing smartphones by creating a cluster in a client-server model and making a
smartphone cluster that can do specific tasks more efficiently than a traditional
server. It introduces the novel concept of "junkyard computing," which repur-
poses discarded smartphones as a computational resource. They demonstrate
that even decade-old smartphones can perform modern cloud microservices and
explore how to combine them to execute complex tasks. They have proposed
a cloudlet comprising reused Pixel 3A phones and assessed the carbon benefits
of deploying large, end-to-end microservice-based applications on these smart-
phones. OpenRTiST[25] is also a similar work, where the authors have created
a benchmark by running specific tasks across traditional servers, mobile-servers
and doing the same task on smartphones. They also discuss how OpenRTiST can
be used as a workload generator in controlled benchmarks to measure motion-to-
photon latency, estimate scalability, and identify performance bottlenecks.

The past decade has seen an exponential rise in smartphone production and
the advancement of hardware specifications. Smartphone CPUs, especially, are on
par with desktop CPUs [44]. In the last five years, there have been smartphones
with quad-core and octa-core processors. However, these multi-core processors
may not be utilized to their full potential barring a few intensive mobile gaming
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or video streaming applications. For instance, in our recent work [56], we per-
formed an experimental study through a custom-developed app [39] to quantify
smartphone usage. We found that the average phone usage was 7.5 hours/per
day. All phones were running with a quad-core CPU. The most commonly used
applications were Whatsapp, Instagram, and Snapchat, which do not burden the
CPU, even running for an entire day. Gaming apps were observed to be used for
a mere 2-3 hours/per week. This study shows that the phones’ CPU power is left
underutilized. Garcia et al., [23] estimate the computation power of personal com-
puters, smartphones, on-board car computers, WiFi routers, and other embedded
computers across a city to be 19 *1015 instructions per second. They propose the
use of such computing power in place of high-end servers. The earliest attempts
were made by authors in [17], who set up a smartphone cluster to execute an HPC
application and found the performance nearly close to a high-end PC. Further,
work in [12] proposed a distributed framework of smartphones and developed a
scheduling algorithm to schedule and execute three compute-intensive tasks on
smartphones. Recently, a similar study [47] evaluated the performance of Moto x4
and x5 in terms of their computation time and energy consumption while running
matrix multiplication and other algorithms.

3.1 Chapter Summary

Summarizing this chapter, we learned about various methods of using the edge
computing paradigm in an efficient way. We discussed the capabilities of smart-
phones and some real-world applications where smartphones can be used as an
edge devices in a client-server model. I’ve discussed about some of the well-
known works related to smartphone computing and edge computing. In the next
chapter we will discuss about our proposed system architecture and how map-
reduce can be applied on it.
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CHAPTER 4

Proposed Architecture

4.1 Master Slave Paradigm

In [4] we discovered that mobile phone is capable to perform computation with
the multithreading concept. We came up with an extension of the idea to work
with the master-slave (MS) architecture, which includes the distributed comput-
ing concept and the multithreading concept related to parallelism. So for this
architecture, multiple phones will be used, and we will study whether we can
bring the CPU from idle to active mode. As we have seen in previous chapter 3,
mobile phones are capable of computation power also.

4.1.1 Our System Architecture

Fig 4.1 shows the three-tier master-slave architecture.

• First Layer:- Master handles coordinating as well as dividing tasks among
the slaves and also making decisions for the final answer. Master is the main
point of contact where all data are sent, which is to be computed and also to
get the final answer.

• Second Layer:- As a second layer slaves come into the picture as communi-
cators for transferring data and handling the parallelism of the task given by
the master to it. Slaves are like mediators and are responsible for ensuring
that given task is performed parallel by creating threads.

• Third Layer:- Thread is the actual task performer which does the computa-
tion on the data, which is divided by slave, and then sends the results back
to the slave. Each thread executes a specific portion of the assigned task,
utilizing the available resources efficiently.

Our basic idea is to implement the map-reduce application on the master slave
architecture shown in 4.1 using smartphones to utilize smartphone capabilities.
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Figure 4.1: Master-Slave Architecture

We have created an android app that works on master-slave architecture and has
been designed so that master and slave applications can be run individually on
mobile phones. The application implements the program of finding the average
of temperarture data program using a concept similar to the map-reduce.

• Collecting Data File
Data collectively stored in a CSV file format will be sent to the master and
expect the output from the master as per the experiment performed on the
master slave architecture.

For example, a CSV file size of 900MB of data passed to the master mobile
phone.
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Figure 4.2: Sending File to master

• Dividing File among Slaves
After receiving the file, the master will start the server so that slaves in the
same network, whoever wants to connect to the master, will register them-
selves with the master by sending their number of cores. The main reason
to divide the file according to cores is that the computation can be divided
equally with the ratio of the cores due to which one with less number of
cores will get file of smaller size and one with more cores will get file of
large size. Once the master finds enough slaves connected, it will divide the
file among the slaves according to the number of cores using the wireless
network with the help of TCP protocol. The reason for using TCP protocol
is to cover the reliability issue. If Slave1 and Slave2 are registered with the

Figure 4.3: Dividng File among Slaves
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master with 8 and 4 cores, respectively, then the master will divide the file
in a ratio of 2:1. So Slave 1 will get a file with a size of 600MB, and the other
one will get a file of size 300MB.

• Splitting into file chunks

Once the slave receives the file, it will divide the received file according to
its cores. The slave will now create the threads which will work on the file
chunk size. Basically, the thread will linearly traverse over the file chunk
and find the count of every unique temperature data. At the end thread will
return key-value pair in which temperature data as the key and count of that
data as the value.

Keeping Thread constant

In this case, we have kept the number of threads constant. The number of threads
is kept equal to the number of cores because each core can easily handle each
thread.

Figure 4.4: Thread Count Constant
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For example, if a mobile phone is quad-core, then four threads will be created
by the program itself. So here in this scenario, the file chunk size will also increase
with the increase in the main file size.

Keeping File Chunk Size constant

In this case, we have kept the size of the file chunk constant.

Figure 4.5: File Chunk Size Constant

As shown in Fig 4.5, a 9MB file is passed to the slave from the master, and the slave
has set up a threshold of 3MB file only, so now the 9MB file will be split into three
files chunk each of 3MB size. In this case, the number of threads will not remain
constant because the number of threads will be the same as the number of chunks
created after splitting the main file. File chunk size can be adjusted according to
our requirements. So the number of threads should also increase with the increase
in primary file size.

4.2 Map Reduce

Map Reduce is one of the application that can be executed based on the master
slave manner. It is also the programming model which is used for processing of
big datasets in a parallel manner and can be executed on the clusters with dis-
tributed algorithms. Map Reduce contains main two functions 1) Map and 2)
Reduce.
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• Map: The input data is split into smaller sections, and a map function is
individually applied to each section. The map function takes the input data
and generates intermediate key-value pairs by performing operations like
transformation or extraction. This process produces intermediate results.

• Reduce: The reduce function receives the sorted intermediate key-value
pairs from the map functions and performs an operation that aggregates
or summarizes them. It combines the values related to the same key and
generates a collection of final output key-value pairs.

Figure 4.6: Word count using Map reduce [22]

Fig 4.6 shows how the word count application can be executed using word count.
Simply the sentences are agiven as input mapper will tokenize the word and then
found the key value pair as word and count respectively which is supplied to re-
ducer to aggregrate the count of its word and atlast count will be given as output.
There can be simultaneously many map functions running and as map functions
completes its task , intermediate results will be passed to the reduce function to
aggregrate the result and output will be generated. Also there can be multiple
reduce functions running simultaneously.

4.2.1 Map-reduce application on our Master-Slave Architecture

We have implement map-reduce same kind of application on the master slave
architecture with help of the data structure called HashMap. HashMap store data
in the format of key value pair only. The thread will actually do similar task of
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map operation of extraction and generate HashMap which is intermediate result
of key-value pairs which will be passed to the slave. Slave collect the result from
all the threads created and do the aggregration on the intermediate result similar
like reduce operation. After that again aggregrated intermediate result will be
sent to the master, which will be collecting such results from all the slaves and
aggregrating the results to get the final output. So based on our master slave
architecture map operation is applies at the third layer which is thread which is
actually perform task and two time reduce operation is applies at slave level and
at master level to aggregrate the results and get the final output respectively.

4.3 Chapter Summary

This chapter has discussed bried about the our three tier master-slave architecture
and implementation of map reduce application on the architecture. Next chapter
will give the brief description about the setup of the architecture and implemen-
tation of the three different applications on the master slave architecture.
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CHAPTER 5

Methodology

5.1 Setup

5.1.1 Hardware Setup

Initially, we collected unused but active mobile phones from our family and friends.
After gathering the mobile phones of different specifications, we rooted the phone
to get access to the terminal emulator of Android OS, which is the flavor of Linux
only. However, we could not access the kernel level due to the system’s restriction
of access to the normal user.

Name of
Mobiles

Processor
Processor
Speed(in
GHz)

Num-
ber
of
cores

RAM
(in
GB)

Stor-
age
(in
GB)

Read
/Write
Speed(in
GHz)

Android
Version

Lenovo
K5

ARM
Cortex
A53 415

1.3 4 2 12 0.677 5.1

Moto G7
Kryo 250
636

1.7 8 4 64 0.933 10

Redmi 5
Cortex
A53

1.8 8 3 32 0.933 8.1

Redmi 5A
Cortex
A53

1.4 4 3 32 0.667 8.1

Table 5.1: Mobile Specifications

We have used around four different smartphones with diverse specifications
regarding the number of cores and CPU speed. Varying RAM storage and dif-
ferent I/O read-write speed can lead to experimenting with various accuracies.
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Also, phones vary from the older Android version of 5 to the newer version of
10. Table 5.1 displays a detailed description of the smartphones used and their
specifications.

A IoT testbed was developed to collect the data. For this testbed, temperature
sensor DHT11 was used to collect the temperature of the surrounding environ-
ment. DHT11 sensor was connected with the microcontroller Aruino Uno which
supplies the power to the sensor, collectively we called it a single module.

Figure 5.1: IoT testbed

IoT testbed shown in Fig 5.1 was developed by us which comprises of such
three modules to collect the temperature data. A single module was made to
collect data every 0.1 seconds. At the end of six months, around 32 crore samples
were collected which is equivalent make to the 1GB of file size.

5.1.2 Software Setup

We developed an Android-based application based on master-slave using An-
droid Studio, which is compatible with almost all mobile phones having any An-
droid version. The benefit of using this software is that we can easily observe the
CPU utilization and the memory used by the application we developed. Apart
from this, Android Studio also shows the energy consumption by our applica-
tion only for those mobile phones whose API version is greater than 26. There
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is the inbuilt interface of Android Studio called Profiler, which easily shows the
CPU utilization of a particular application on mobile phones. Also, Arduino IDE
software was used to simulate and program hardware to easily program any mi-
crocontroller available in the IDE list by connecting to a computer. Also, we can
control the data transfer speed from the computer to the microcontroller and vice
versa.

5.2 Experiments Performed

5.2.1 Word Count Application

Figure 5.2: Workflow of mapreduce application
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Algorithm 1: Word Count master
Input : Text File
Output: Count of every word

// Server class
class Server

// Creating server
Create Hash_Map with key and value Start ServerHelper Thread
Click on Send Button()
text_file= get from local_storage
Divide text_file among clients in buckets according to cores
// ServerHelper class
class ServerHelper extends Thread

Initialize the server socket and start with port number and IP
address

run()
while true do

socket← Accept Client Connections
Add new client into bucket
ClientHandler handler← new Client with socket;
Start a handler for new client
handler.start();

// Handler class
class ClientHandler extends Thread

client= get new client
outputstream=get outputstream from client
inputstream=get inputstream from client
cores= get cores of client
run()
client_hash_map= get from client client_count +=1
if client_count == Bucket.length then

for key in client_hash_map do
value=Hash_Map(key)
if value==null then

Hash_Map.put(key,value)

else
Hash_Map.put(key,value+ client_hash_map(key))

print(Hash_Map)
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Algorithm 2: Word Count Slave
Input : File chunk
Output: Occurence of every word

// Client class
class Client

Create client_hash_map with key as word and value as count
Click on Connect Button()
Create client socket
Connect client socket with server
ClientHelper.start()
// ClientHelper class
class ClientHelper extends Thread

client_word_file=Get chunk of file from server & store in file.
splitting_file()
Processing_thread[] of size equal to number of cores
client_file_chunks[]=Divide client_word_file into equal chunks
// where number of chunks equal to the number of cores
for i=0 to core do

Processing_thread[i].start(client_file_chunks[i])

for j to cores do
Processing_thread.join();

outputstream.send(client_hash_map)

// Processing class
class Processing_thread extends Thread

find_word_count()
client_word_file_chunk=client_file_chunks
while EOF do

line=get line from client_word_file_chunk
synchronized(lock)
word[]=line.split(" ")
for every w in word do

count = client_hash_map(w);
client_hash_map.put(w,count+1);
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To check the feasibility of our system we have implemented Word Count prob-
lem which is one of the classic problems that can be solved using the map-reduce(MR)
model. Fig 5.2 shows the workflow of the word count application on the master
slave architecture. A text file is been given as input to the master which is splitted
by the master into small parts and then passed to the slaves according to their
number of cores. The reason for dividing file among slaves according to the num-
ber of cores is proper distribution of computation task among the slaves. Again
slaves will split the files into chunks and will be given to the threads to perform
the word count. The thread will traverse the file line by line in a linear fashion
and split the line based on space as a delimiter. After tokenizing the line into
word, thread will create a data structure called HashMap to store data in key-
value pair, where key will be the word and value will be the count of that word.
While traversing file if same word is encountered by thread, it will increase the
count by 1. The intermediate result of key-value pair will be given to the slave
and it will again aggregrate result into HashMap and same thing will be repeated
by the master which collects the result and aggregates to find the final output as
final count of each unique word.

5.2.2 Average of Temperature data

After checking the feasibility of word count application on master slave, we tried
to implement our architecture to use as an edge architecture where statistical anal-
ysis can be done on the data that is collected from IoT testbed shown in fig 5.1.

Figure 5.3: Hardware Architecture

Fig 5.3 show how the flow of data collected from IoT testbed will be collected
at one device in CSV format and then it will be passed to our architecture for
computation.
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Algorithm 3: Temperature master [26]
Input : Temperature File
Output: Average of temperature

// Server class
class Server

// Creating server
Create Hash_Map with key and value
Create variable sum,count,average Start ServerHelper Thread
Click on Send Button()
temperature_file= get from local_storage
Divide temperature_file among clients in buckets according to cores
// ServerHelper class
class ServerHelper extends Thread

Initialize the server socket and start with port number and IP
address

run()
while true do

socket← Accept Client Connections
Add new client into bucket
ClientHandler handler← new Client with socket;
Start a handler for new client
handler.start();

// Handler class
class ClientHandler extends Thread

client= get new client
outputstream=get outputstream from client
inputstream=get inputstream from client
cores= get cores of client
run()
client_hash_map= get from client client_count +=1
if client_count == Bucket.length then

for key in client_hash_map do
value=Hash_Map(key)
if value==null then

Hash_Map.put(key,value)

else
Hash_Map.put(key,value+ client_hash_map(key))

for key in Hash_Map do
sum+=(Hash_Map(key)*value)
count+=Hash_Map(key)

average=sum/count
print(average)
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To begin with experiment to find the average of the temperature data, first of
all CSV file containing sensor data was sent to the master. Then master split the
file among the slaves according to cores similar like the word count application
as discussed in 5.2.1 and again slaves will split file among the threads to count
ocuurences of the temperature data. The thread will traverse the file chunk line
by line in a linear fashion and splits every data by considering the space as a
delimiter. While traversing, it will try to map that data and increase the count of
that data by 1. Once the thread traverses the whole file, it will have the frequency
of every unique temperature data, so now it will return that count to the slave in
the format of key-value pair where the key α will be the data and the value β(α)

will be the count of that temperature data α, equivalent to the MR model’s map
operations.

Slaves will collect such key-value pairs from the threads and aggregate the
count ζi corresponding to the key αi, which is actually the data by traversing over
all keys and all threads which can be given as,

ζi =
N

∑
n=1

β(αi) (5.1)

where N is the total number of threads created by the slave, and i moves from 1
to the total number of unique keys (U).

And then, the master will aggregate every response from the slaves in the same
way. So, we will finally get the count of every unique data from the file, equivalent
to the MR model’s reduced operation. So now the master will have the key αi as
the data and value ρi as the final count of that data by aggregating the value ζi

over every key αi given by thread which can be given as

ρi =
M

∑
n=1

ζi (5.2)

where ρ is the final count of each key α, and M is the total number of slaves and i
moves from 1 to total number of unique keys (U).

To calculate the average avg the total sum is found out by multiplying every
key α which is the temperature data with its count ρ in the entire file and then
dividing with the total number of samples which is equilatent to sum of final
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Algorithm 4: Temperature Slave with Constant Threads[29]
Input : Temperature File chunk
Output: Count of every temperature

// Client class
class Client

Create client_hash_map with key as word and value as count Click on
Connect Button()

Create client socket
Connect client socket with server
ClientHelper.start()
// ClientHelper class
class ClientHelper extends Thread

client_temperature_file=Get chunk of file from server & store in
file.

splitting_file()
Processing_thread[] of size equal to number of cores
client_file_chunks[]=Divide client_temperature_file into equal
chunks
// where number of chunks equal to the number of cores
for i to cores do

Processing_thread[i].start(client_file_chunks[i])

for j=0 to cores do
Processing_thread.join();

outputstream.send(client_hash_map)

// Processing class
class Processing_thread extends Thread

find_temperature_count()
client_temperature_file_chunk=client_file_chunks
while EOF do

line=get line from client_temperature_file_chunk
synchronized(lock)
count = client_hash_map(line);
client_hash_map.put(line,count+1);
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count of every α which is given by

avg =
Sum of all samples

Total number of samples
(5.3)

∑U
i=1(keyi × count of keyi)

∑U
i=1 count of keyi

(5.4)

=
∑U

i=1 αi × ρi

∑U
i=1 ρi

(5.5)

where U is the total number of keys.
At the end, master will find the average of the temperature data using the

master slave application. The benefit of our application is that the connection
is wireless, so once a task is given to the master, it can divide among the slaves
who are in the range of its network as we were connected to the Wi-Fi router that
allows a range of 45 meters. As each thread has to traverse over each file

Figure 5.4: Computation time vs Thread Management time

For this experiment, we arbitrarily chose one mobile device as a master and
the rest as slaves. Our main idea was to find out whether smartphones are able
to perform computations. If yes, then what can be the optimal file size? Our hy-
pothesis is whether we can use smartphones as computing devices or not. For
this, we have experimented with different file sizes varying from 2.5MB to 1GB
with different numbers of slaves to observe the behavior of the algorithm on our
master-slave architecture. So, currently, manually, we are providing a file to the
master, but it can be automated to collect data from the sensor directly. For sce-
nario 1 discussed in 4.1.1, a single octa-core phone and a single quad-core phone
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were used as slaves responding to create 8 and 4 threads, respectively, because
threads will be created equal to the number of cores. So as soon as the file is
received from the master, the slave will store the data from the communication
channel to a file. And then, that file is divided into chunks as per the cores and
provided to the threads, so now the thread will have that chunk and will calculate
the count of each temperature data from that chunk.

Algorithm 5: Temperature Slave File Constant[28]
Input : Temperature File chunk
Output: Count of every temperature

// Client class
class Client

Create client_hash_map with key as word and value as count
Click on Connect Button()
Create client socket
Connect client socket with server
ClientHelper.start()
// ClientHelper class
class ClientHelper extends Thread

client_temperature_file=Get chunk of file from server & store in
file.

splitting_file()
total_chunks=client_temperature_file/fixed file chunk size
client_file_chunks[]=Divide client_temperature_file into equal
fixed file size chunks

Processing_thread[] of size equal to total_chunks
for i=0 to total_chunks do

Processing_thread[i].start(client_file_chunks[i])

for j=0 to total_chunks do
Processing_thread.join();

outputstream.send(client_hash_map)

// Processing class
class Processing_thread extends Thread

find_temperature_count()
client_temperature_file_chunk=client_file_chunks
while EOF do

line=get line from client_temperature_file_chunk
synchronized(lock)
count = client_hash_map(line);
client_hash_map.put(line,count+1);

For scenario 2, to fix the file chunk size, we ran a small experiment for a par-
ticular file size; we divided it into different file chunk sizes and measured the
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thread management time with the computation time. As shown in 5.4, we ran for
160MB main file size, which was further divided into smaller different file chunk
sizes and we analyzed the percentage difference between time taken for thread
management and time taken for computation out of total time. The optimal an-
swer will be in which thread management time will be the lowest compared to all
others. in our case for 160 MB file size we got the 16MB as ideal because thread
management time is the lowest among all different file chunk sizes, which is 1/10
of 160MB file.

(a) master (b) slave

Figure 5.5: Master Slave Connection

Similarly, we ran the experiment for 320MB, for which we got 32MB as ideal,
so from this, we can take file chunk size as 1/10 of the primary file size. In our
experiment, we are going maximum up to 1GB file size for which we have taken
100MB file size as constant.

In above both experiment, if the algorithm is traversed sequentially then com-
plexity comes out to be O(n) where n is the total samples collected in the file.
Comparatively if same algorithm is executed on master slave architecture which
has two slaves of same cores, then for single slave which is octacore complexity
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comes out to be O(n/8) because 8 threads will be created which will execute on
the 8 file chunk size of equal size in the parallel manner.

And then, it was performed on the same two mobile phones to record the
performance metrics based on the number of threads created based on file chunk
size. After fixing the file chunk size, when the slave receives the file it will be
divided into chunks of fixed size chunks and again thread will have each chunk
to work upon it to find word count.

The UI part of the master application as well as for the slave is shown in images
shown in Fig 5.5.

5.3 Indoor Localization

A real life application indoor localization was implemented on the master-slave
architecture which actually will locate the location of a person based on the mag-
netic field. Person is told to walk about 1-2 meters and based on the magen-
tic signal collected, it is matched with the magnetic signals that is collected in
the database. Matching with the database signal is done with the Dynamic Time
Warping(DTW) which is discussed later in next chatper.

5.4 Chapter Summary

This chapter builds the foundation of this project, describing the architecture and
its application for using the master-slave kind of architecture. We saw the detailed
working of the algorithm on this architecture.
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CHAPTER 6

Indoor Localization

6.1 Data Collection

Figure 6.1: User Interface of Usage Tracker

To implement the experiment, we employed the above three mobile phones men-
tioned in Table 5.1 to collect the magnetic field data from the Android-based ap-
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plication, which was developed in-house to collect sensor data named as Usage
Tracker App whose interface shown in Fig 6.1.

The magnetic field data were collected in the hallways of three floors of the
Laboratory building. Around 200 samples were collected for each floor, out of
which only the X-axis of the magnetic field was considered for our computation.
Likewise, around 4 times, this task was repeated to collect the magnetic signal for
each floor, So at the end, around 12 magnetic signals were collected, 4 signals per
floor.

Figure 6.2: Different Signals

Fig 6.2 show the signal data collected each time or all hallways difference in
every signal is due to walking speed which ranged from 0.98m/s to 1.5m/s. Also,
the different orientation of mobile phones during walking affects the data.

6.2 Dynamic Time Warping

Dynamic Time Warping (DTW) is a method for comparing and aligning two tem-
poral sequences that may differ in timing or speed. It is frequently used in the
fields of data mining[34], speech recognition[40], and signal processing[13].DTW
tries to achieve a better alignment among the two-time series by compressing or
stretching either of the series. DTW aims to find an optimal alignment between
two sequences, allowing for variations in the timing and speed of the underlying
processes.

38



In general, consider two signals, P = {p1, p2, ..., pA} and Q = {q1, q2, ..., qB}
of different lengths. The goal is to find the best match between the two signals
by some alignment w, the optimal warping path. The warping path is given by
w = w(1), w(2), ..., w(n), where wn = [i(n), j(n)] is the set of matched samples,
where i and j corresponding to the value of two signals respectively. The objective
of the warping function is to minimize the overall cost function given by

Y =
K

∑
n=1

cost(w(n)) (6.1)

where cost(w(n)) is the absolute difference between the sample points given by

cost(w(n)) = abs(i(n)− j(n)) (6.2)

To generate a warping path, a cost 2D matrix is constructed. The cost matrix
represents the minimum cost required to reach a particular point (i, j) from (1, 1).
This minimization problem is usually solved using the dynamic programming
approach, whereby a cumulative distance γ(i, j) is computed as the sum of the
distance obtained from the current set of points (cost(w(n))) and the minimum
cumulative distances of the adjacent elements or neighbors. This is given by

γ(i, j) = cost(w(n)) + min[γ(i− 1, j), γ(i− 1, j− 1), γ(i, j− 1)] (6.3)

After performing time warping closest match between two signals is obtained
by the lowest cumulative distance. The algorithm works by constructing a dis-
tance matrix where each element in the matrix represents the cost of aligning two
specific elements from the sequences. The distance matrix is then populated by
finding the minimum cost path from the starting point to the endpoint. This path
represents the optimal alignment between the two signals.

6.2.1 Sliding Window

As mentioned above, DTW uses dynamic programming to find the cumulative
distance difference between two signals. So for this, each and every point on
the signal is traversed, and the minimum distance is found from each other. In
general, consider two signals, P = {p1, p2, ..., pA} and Q = {q1, q2, ..., qB} where
Q is reference signal from the database, and P is test signal which is to be used
to find the distance from S and also A < B. So to find the DTW distance between
signal P and signal Q, the best idea is to use the sliding window concept. So for
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that, we will take a window signal δ size of A from signal S and find the DTW
distance.

δ(i) = {qi, ..., qi+A} (6.4)

, where i move from 1 to B− A. After every iteration, a window will slide by one
element till B− A is reached. So now, DTW distance will be given by

D =
B−A
min
n=1

dtw(δ(n), T) (6.5)

Every window will be calculated with the test signal. Then distance will be re-
turned, out of which minimum distance will be extracted, and it can be concluded
that the test signal best fits that window of the reference signal.

6.2.2 Methodology

We have implemented DTW on master-slave with the concept of parallelism.
Though DTW distance is dynamic programming in which tasks are dependent
on each other it is not possible to implement the parallel task to be performed.
One test signal of around 30 samples was collected, and the actual task was to
match with one of the collected 12 magnetic signals Fig6.2.

First of all, the master will have a test signal as well as a database of all signals.
So master will divide the database among the slaves according to the number
of cores. So if one slave is octa-core and another is quadcore then the master will
divide the database in 2:1 respectively. Also master will send the test signal, which
has to be matched with one of the databases signals to every slave.

Now slave will try to divide the task and try to make it parallel by using the
concept of thread. The slave will create threads equal to the number of database
signals that it receives from the master. So each thread will be allocated one
database signal.

The thread will do the actual task of finding the DTW distance between the
database signal and the test signal. After calculating the DTW distance, the win-
dow will slide by one element, and again DTW distance is calculated. The total
number of windows ω for the sliding window protocol can be defined as:

ω = B− A + 1 (6.6)

where B is the total samples of a single database signal and A is the total samples
of the test signal. each window size is equal to the size of the test signal.
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Algorithm 6: Algorithm for Server to find DTW distance between mag-
netic signals[30]

Input : Database of Signals,Test Magnetic Signal
Output: Minimum DTW distance between Database signal and Test signal

// Server class
class Server

// Creating server
minimum_dtw_distance=MAX Start ServerHelper Thread
Click on Send Button()
test_signal= get from local_storage
db_signals[]=get db signals from local storage
Divide db_signals among clients in buckets according to cores
// ServerHelper class
class ServerHelper extends Thread

Initialize the server socket and start with port number and IP
address

run()
while true do

socket← Accept Client Connections
Add new client into bucket
ClientHandler handler← new Client with socket;
Start a handler for new client
handler.start();

// Handler class
class ClientHandler extends Thread

client= get new client
outputstream=get outputstream from client
inputstream=get inputstream from client
cores= get cores of client
run()
dtw_distance= distance
signal_number=db_signal number from client
client_count +=1
min_DTW_distance= min(min_DTW_distance,dtw_distance)
if client_count == Bucket.length then

print(min_DTW_distance)
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Algorithm 7: Algorithm for Client to find DTW distance between mag-
netic signals[27]

Input : Few Database Signals, Test Signal
Output: Minimum DTW Distance

// Client class
class Client

Click on Connect Button()
Create client socket
Connect client socket with server
ClientHelper.start()
// ClientHelper class
class ClientHelper extends Thread

test_signal=Get test signal from the server & store in a file
client_db_signals[]=Get each database signal from server & store in
file.

splitting_file()
Processing_thread[]=processing_thread[client_db_signals.length]
from i to client_db_signals.length
Processing_thread[i].start(client_db_signals[i])
from j to client_db_signals.length
Processing_thread.join();
outputstream.send(minimum)

// class
class Processing_thread extends Thread

find_dtw()
n=test_signal.length
m=client_db_signal.length // db signal got from helper class
dtw_matrix[n][n]
for i=0 to m-n do

Set dtw_matrix[][] as max value dtw_matrix[0][0]=0; for j=0 to n
do

for k=0 to n do
dtw_cost=absoulue.(client_db_signal[k+j-1]-
test_signal[i-1] )

dtw_matrix[i][j]=dtw_cost+ min(dtw_matrix[i-
1][j],dtw_matrix[i][j-1],dtw_matrix[i-1][j-1])

synchronized(lock)
if dtw_matrix[n][n]<minimum then

minimum=dtw_matrix[n][n];
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Test Signal Size (A) Total Windows (ω)
10 191

20 181

30 171

40 161

50 151

Table 6.1: Number of windows created with different test signal sizes

Table 6.1 shows the total no of windows created with different no of samples
in test signal where size of database signal (B) is 200 samples which is same.

Here, each thread will work on equation 6.5, where each thread will find the D.
Therefore slave will find the minimum distance based on DTW distance received
from the threads. Thus it can be given as follows.

slave_DTW = min{D1, D2, ..., Dn} (6.7)

where n= number of threads created by the slave.
This is the minimum result returned by the slave to the master will again find

the minimum DTW distance from the slaves which can given as

master_DTW = min{slave_DTW1, slave_DTW2, ..., slave_DTWm} (6.8)

where m= number of slaves. And at the end, we will get the minimum DTW
distance matching signal with one of the database signals. Based on this, we can
decide the location of the person in the indoor environment.

6.3 Chapter Summary

This chapter will discuss about the brief description of implementation of indoor
localization application on the master-slave architecture. The next chapter will
see the specific factors’ performance analysis and experimental results from the
experiment performed.
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CHAPTER 7

Performance Evaluation

This chapter will discuss the observation and analysis of the metrics based on the
experiment performed.

7.1 Word Count and Average of Temperature Data

7.1.1 Scenario1-Thread count constant

We have performed this experiment on different mobiles with different cores as
we have kept the thread count = number of cores.

Figure 7.1: Case 1: CPU utilization with increasing file sizes

From the 7.1, we can easily observe that CPU utilization remains almost sim-
ilar though there is an increase in the size of the file. This is because every time,
the same number of threads will only be created, whatever will be the file size.
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7.1.2 Scenario2- File chunk size constant

We observed that the number of threads increases with the primary file size in-
crease as the file chunk size remains constant at 100MB so that when the file size
increases and it is divided in to file chunk size of 100MB, which increases the
number of threads that will work on the file chunk size created. Fig 7.2 shows the
number of threads with increased file size for octa-core and quadcore. Similarly,

Figure 7.2: No of threads with increasing file sizes

Fig 7.3 shows the CPU utilization of mobile phones the application uses for octa-
core and quad-core. Comparing both results in Fig, we can easily see that CPU
utilization also increases as the number of threads increases. For quad-core, when
a single thread is created, CPU utilization comes out to be 1/4, which is equiva-
lent to 25%. Similarly, for octa-core single thread gives the CPU utilization = 1/8,
equivalent to 12.5%. Although only 4 threads are created for the file size of 1.3 GB,
it is higher CPU utilization because, for quad-core, four threads are the threshold,
while even six threads are created for octa-core, which is less than the threshold
of eight threads.
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Figure 7.3: Case 2: CPU utilization with increasing file sizes

7.1.3 Comparison with Desktop

Apart from this experiment, we also performed the word count program on the
Hadoop cluster using map-reduce, which was already set up on a desktop with
a single master and two slaves. The table shows the specification of the desktop
Table 7.1.

Desktop Mobile

CPU speed 3.2 GHz 1.6 GHz 2X

RAM Read- write speed 19.2 Gb/s 3.2 Gb/s 6X

Bandwidth 10 MBps 1 MBps 10X

OS Linux Android

Disk I/O 165.77 Mb/s 6.5 Mb/s 25X

Table 7.1: Comparison of Desktop with mobile

Fig 7.4 shows the computation time comparison between the Hadoop and An-
droid clusters. The time for the Android cluster is almost square times the time
taken by the Hadoop cluster. The reason behind such results can easily be ob-
served from the table, which tells that desktop is much faster than mobile phones.
Again everything comes with pros and cons within itself. Many such factors can
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Figure 7.4: Time comparison of mobile with desktop

be taken into consideration, which are mentioned below.

• Cost:- The cost for the desktop/server is very much higher than the mo-
bile phones. This assertion is based on the understanding that desktop
computers generally have larger storage capacity and more advanced hard-
ware components than mobile devices, which makes them more expensive
to manufacture and purchase.

• Carbon Emission:- According to a study by [8], the total carbon footprint
of a mobile device is typically lower than that of a desktop computer. The
study found that the total carbon footprint of a mobile device (including
manufacturing, usage, and end-of-life disposal) is 80% less than the carbon
footprint of the desktop.

• Battery Power:- Desktop computers tend to consume more energy than mo-
bile devices due to their larger size, more advanced hardware, and tendency
to stay plugged in for longer. According to a study [32], the average power
consumption of a desktop computer is almost 50% more than the average
power consumption than mobile device.
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7.2 Dynamic Time Warping

DTW is a computation-intensive program with a dynamic programming concept
that traverses and puts values by calculating DTW distance in the 2D matrix. In
addition to this, a sliding window concept is used so only a small window size
equal to a smaller signal is taken, and DTW distance is found out, and every time
a window will slide by one element after calculating for a particular window.

7.2.1 Time Comparison with single device

We have implemented a DTW algorithm on ms architecture as well as on a single
device for comparing the algorithm’s behavior. In single-device computation, for
every single signal, total windows are calculated. And for every window, the 2D
matrix is calculated based on the equation6.3. So complexity is O(kωn2) where k
is no of total database signals, ω is total windows, and n2 is the matrix size.

We have experimented with different numbers of database signals and ana-
lyzed the behavior from Fig 7.5, 7.6, 7.7, 7.8, 7.9 that almost DTW on master-slave
is almost 50% faster than the single device when the no of samples increases. But
there is not much difference in computation time for fewer samples. But when the
number of samples increases, master-slave increases linearly while single device
computation increases nearly equal to exponential. To work with more number
of signals we replicated the same signals twice to get 24 signals, similarly thrice to
get 36 signals. The reason for increasing number of signals to observe the behavior
as well as CPU utilization of DTW algorithm respectively.

Figure 7.5: Time comparison with a single device for 12 database signals

48



Figure 7.6: Time comparison with a single device for 24 database signals

Figure 7.7: Time comparison with a single device for 36 database signals
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Figure 7.8: Time comparison with a single device for 48 database signals

Figure 7.9: Time comparison with a single device for 60 database signals

7.2.2 CPU utilization

Our aim was to use the mobile phone’s cores which were kept idle, so to measure
this metric, we can have the CPU utilization, which says how much CPU is used
for running the algorithm and that can be measured from the Android Studio
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Profiler only. From fig 7.10, we can easily observe that CPU is almost utilized
between 80% to 95%.

Figure 7.10: CPU utilization for DTW

At the same time, single device/on-device computation remains almost the
same every time, with an increase in the number of samples due to only one
thread being created for computation. In contrast, for master-slave, the slave will
create threads equal to the number of database signals received from the master.

7.3 Chapter Summary

This chapter had discussed different metrics based on the experiment performed
for different scenarios and applications. Apart from this also, we have compared
the map-reduce task of wordcount on mobile and PC and DTW for MS and sin-
gle device. The next chapter discusses the conclusions and future scope of the
research work that can be carried out.
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CHAPTER 8

Conclusion and Future Work

8.1 Conclusion

This thesis presents a three-tier architecture based on master-slave and the con-
cept of parallelism using thread. Using master-slave architecture, computation is
distributed over the devices while using threads; processing can be done in paral-
lel, which saves computation time. Two applications:- word count and DTW, were
executed on this MS architecture. A detailed description of how both applications
are implemented on the MS architecture. Then a comparison of algorithms with
metrics like CPU utilization, the computation time for octa cores and quad cores
devices, and single device computation. Although both applications are different,
word count is more I/O based and less computation. At the same time, DTW is
a computation-intensive application in which a matrix is traversed to find the op-
timal DTW distance between two signals. For DTW, MS application is 50% faster
than the single device and almost utilizes 7.5 times more CPU than single device.

8.2 Future Scope

To extend the work, master-slave architecture can be used for different applica-
tions. As this project can be improved by adding some functionalities. We can de-
velop better code designs that reduce data transfer latency from master to slave.
Especially for DTW, we can add the classifying the window to locate exact place
for indoor localization. Also, it be useful as multiple users can access it at a time.
Also, develop the user interface that shows the navigation for further destinations
on the phone.
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