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Abstract

The authorization to access specific information is given by a biometric system.
Biometric systems are used for security purposes in a way that they prevent unau-
thorized access to important information or data (information privacy). The access
granted by the biometric is done by capturing traits of humans, which make all
human beings unique w.r.t. that particular trait. This thesis focuses on voice-
based biometric systems, also known as Automatic Speaker Verification (ASV)
systems, given that speech is the most natural and powerful form of communica-
tion used by humans to communicate with the outside world. It is the most in-
tuitive, simple, and easy-to-produce characteristic. Since ASV systems have been
used for applications, such as in banking transactions and access to buildings as-
sociated with classified information, only authorized legitimate or genuine users
are granted access.

ASV systems suffer from vulnerabilities to attacks and can be compromised
at various stages. The attacks may be categorized as direct and indirect attacks,
depending on the extent of the attacker’s accessibility to the ASV framework. Be-
sides, due to the recent commercial success of several Intelligent Personal Assis-
tants (IPAs), also known as voice assistants, such as Speech Interpretation and
Recognition Interface (SIRI), Amazon Alexa, Google Home, and so on, many
voice-enabled devices in Internet of Things (IoT) have been commonly prone to
spoofing attacks. To that effect, there is active research in the direction of design-
ing countermeasure systems for ASV systems, particularly for spoofing attacks,
namely, Speech Synthesis (SS), Voice Conversion (VC), and replay.

This thesis is a humble attempt to alleviate some of the research gaps in de-
signing features for countermeasure systems. In particular, this thesis proposes
Quadrature Energy Separation Algorithm (QESA) in the light of incorporating the
quadrature-phase component with the in-phase component of the signal. To that
effect, an existing feature set for replay Spoofed Speech Detection (SSD), namely,
CFCCIF-ESA is extended to the CFCCIF-QESA feature set for enhanced perfor-
mance of the countermeasure system. The performance of the proposed CFCCIF-
QESA feature set is evaluated on various datasets for various spoofing attacks
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given in the literature. Furthermore, the existing Linear Frequency Residual Cep-
stral Coefficients (LFRCC) feature set is optimized w.r.t. to its Linear Prediction
(LP) order for the replay SSD task. In particular, it is found that the LP order
needed for a good prediction of speech is not the same as that needed for the
replay SSD task. The resulting optimized LFRCC feature set is evaluated on the
ASVSpoof 2019 PA dataset. In addition to this, another feature, known as the un-
certainty vector (u-vector), is developed from the Heisenberg’s uncertainty princi-
ple in the signal processing framework. The proposed u-vector is evaluated using
the ASVSpoof 2017 dataset for replay attacks.

Furthermore, in the direction to make countermeasure systems independent of
the type of spoofing attack, features have been proposed for the Voice Liveness
Detection (VLD) task. VLD is performed by the detection of pop noise which is the
discriminating acoustic cue present in live speech, produced due to the breathing
effect captured by the microphone when the speaker’s mouth is close to the micro-
phone. The work on VLD in this thesis is based on two key hypotheses, namely,
Parseval’s energy equivalence for STFT, CWT, and analytic CWT, whereas the sec-
ond hypothesis is that the energy of pop noise decreases with the distance of a mi-
crophone from the speaker that is used to capture genuine speech. The proposed
features for VLD in this thesis are wavelet-based, wherein three wavelets are used,
namely, Bump, Morlet, and Morse wavelet, where Morse wavelet is presented as a
superfamily of analytic wavelets, called as Generalized Morse Wavelets (GMWs).
Detailed experimental analysis such as speaker-microphone proximity, the effect
of phoneme type, and the effect of frequency range is studied.

Apart from this, the security of speech data is also taken into account and this
thesis proposes an improved Voice Privacy (VP) system, which is based on Lin-
ear Prediction (LP) of speech. Furthermore, the VP system is studied along with
the attacker’s perspective using the target selection approach, and particularly,
target selection w.r.t. twins is studied, wherein the most vulnerable twin-pair
(i.e., target) is selected. Lastly, some of the proposed feature sets in this thesis are
also evaluated for tasks related to other Assistive Speech Technologies (AST) ap-
plications, such as the classification of healthy vs. pathological infant cries, and
dysarthric severity-level classification.
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CHAPTER 1

Introduction

Sensitive information needs protection in such a way that only a certain set of
people are allowed (authorized) to access it. This authorization to access specific
information is given by a biometric system. Biometric systems are used for secu-
rity purposes in a way that they prevent unauthorized access to important infor-
mation or data (information privacy). The access granted by the biometric is done
by capturing traits of humans, which make all human beings unique w.r.t. that
particular trait. This thesis focuses on voice-based biometric systems, also known
as Automatic Speaker Verification (ASV) systems, given that speech is the most
natural and powerful form of communication used by humans to communicate
with the outside world. It is the most intuitive, simple, and easy-to-produce char-
acteristic. Furthermore, voice is comparable to other biometrics in many ways.
However, voice does have some advantages, not least because the user doesn’t
need a scanner, such as for iris and fingerprint recognition. Voice is extremely
easy to use, and, because of that, it has a higher level of user acceptance than
many other biometric identity verification methods. In terms of accuracy, voice
is broadly equivalent to other methods, and it is no less secure than fingerprints,
retina, or facial recognition. Essentially, voice is both convenient and reliable, not
having to be concerned with residues or poor lighting.

ASV systems (as shown in Figure 1.1), deal with verifying speakers’ claimed
identities with the help of machines [1]. ASV systems have been used for various
applications, such as banking transactions and access to systems associated with
classified information. In this thesis, the terms voice biometric system and ASV
system have been used interchangeably. Since ASV systems have been used for
banking transactions and access to buildings associated with classified informa-
tion, for instance, only the authorized legitimate or genuine users are granted ac-
cess. Nevertheless, some impostors, other than zero-effort impostors, deliberately
try to fool the ASV system in order to gain an unauthorized access. The deliber-
ate attempts made by the impostor, playing the role of an attacker, are called at-
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tacks. Besides, due to the recent commercial success of several Intelligent Personal
Assistants (IPAs), also known as voice assistants, such as Speech Interpretation
and Recognition Interface (SIRI), Amazon Alexa, Google Home, and so on, many
voice-enabled devices in Internet of Things (IoT) have also been prone to spoofing
attacks [31].

Figure 1.1: A conventional voice biometric (ASV) system. After [1, 2].

In this chapter, the motivation and key research objectives of the thesis are
discussed. To that effect, we begin with a brief introduction to ASV systems and
their vulnerabilities to spoofing attacks in the next subsection.

1.1 Motivation

Spoofing attacks are also called as presentation attacks. Particularly, Voice Con-
version (VC) [32,33], Speech Synthesis (SS) [34,35], replay [36–38], twins [39], and
impersonation [40] are predominant examples of spoofing attacks on ASV sys-
tems [41]. We will discuss some of the spoofing attacks in this subsection.

Impersonation: Modifying one’s voice to sound like a target speaker’s voice
consists of an impersonation in which the attacker mimics the characteristic of the
target speaker just by using personal skills, without any special technology. It can
be performed by professional mimicry artists or, even more so, by identical twins,
who exploit behavioral or physiological [40] characteristics, respectively, to sound
like the target speaker. Imitation of speech includes adapting high-level features,
such as prosody, accent, pronunciation, rhythm, and idiosyncrasies. Such imi-
tation may mislead human perception, however, it is less effective in attacking
ASV systems because most of them receive inputs from short-term spectral fea-
tures to make decisions. Regardless of this fact, we still consider impersonation
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as a threat to ASV systems, because spectral features are found to be similar for
an identical biological twin-pair [42]. Notably, the characteristics such as funda-
mental frequency or pitch (F0) contour, formant contours, and spectrograms are
very similar for identical twin-pairs [43]. A real case example of twins fraud oc-
curred in HSBC bank, where a BBC journalist and his non-identical twin spoofed
the bank’s voice authentication system [44, 45].

Synthetic Speech (SS): Also known as Text-To-Speech (TTS) synthesis, this
kind of attack uses text as input to generate speech as output. It mirrors a hu-
man speech production mechanism system, i.e., vocal tract and glottal excitation
source information, to pose a threat to the ASV system. Due to technological
advances, the obtained speech quality sounds considerably natural. Some of the
advances which enable this threat are unit selection synthesis [46], statistical para-
metric synthesis [46], hybrid [47], and Deep Neural Network (DNN)-based meth-
ods. Recently, deep learning-based techniques, such as Generative Adversarial
Networks (GANs) [48], have been able to perform very well in terms of fooling
(or attacking) ASV systems.

Voice Conversion (VC): This attack aims to convert a source speaker’s voice
to sound like a target speaker’s voice [49, 50]. Signal processing techniques, such
as vector quantization [51] and frequency warping [52], have been used to achieve
successful voice conversion strategies. DNN-based VC utilising wavenets (Wavenet
is a deep neural network used to generate raw audio signals from text. It is
trained on various Google’s TTS datasets, and is well-known to generate natural-
sounding speech.) and GANs have received significant attention from the re-
search community.

Replay: It is one of the most convenient attacks to execute but difficult to de-
tect. The attacker uses a pre-recorded speech from the target speaker to get access
through the ASV system. Compared with the recorded speech, the genuine data
differs only slightly. The differences are due to the impulse response of the record-
ing device and the recording environment. Replay attacks have been a great threat
due to the advent of high-quality recording devices, and the careful choice of the
recording environment in order to minimize acoustical noise [53–55].

Keeping in mind the vulnerability of ASV systems to so many spoofing at-
tacks, ASVSpoof challenges were organized during INTERSPEECH to boost re-
lated research. With ASVSpoof 2015 challenge, various countermeasures (CMs)
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were proposed based on different forms of feature extraction techniques on a stan-
dard dataset [56–62]. Most of the participant teams focused on signal processing-
based research proposals, to design feature sets, and Gaussian Mixture Models
(GMMs), as pattern classifiers for the genuine vs. spoofed speech detection prob-
lem. In addition, multiple CMs for the replay spoof detection were proposed in
the ASVSpoof 2017 competition [63–65]. In that challenge campaign, there was a
paradigm shift from signal processing-based work to sophisticated deep learning
approaches. In the ASVSpoof 2015 and ASVSpoof 2017 challenges, the assess-
ment of CMs was performed independently of ASV systems using Equal Error
Rate (EER). Spoofed Speech Detection (SSD) systems were used before the ASV
system to detect spoofed speech using CMs, thus making it a two-class problem,
as shown in Figure 1.2. However, this type of assessment is not suited for real-
world applications involving user authentication. Therefore, in the ASVSpoof
2019 challenge, an ASVSpoof SSD-centric assessment called tandem Detection Cost
Function (t-DCF) was proposed to improve the overall reliability of ASV systems,
where the SSD system is assessed in tandem with the ASV system.

Figure 1.2: Spoofed Speech Detection (SSD) system for ASV system.

1.2 Research Objectives

1.2.1 Replay Spoofed Speech Detection (SSD) Problem

In a replay attack, as shown in Figure 1.3 (a), a recorded version of a genuine
speaker’s voice is played back to the ASV system. In particular, the availability of
high-quality recording and playback devices has made replay attack detection to
be a challenging problem. Moreover, since this type of attack does not require the
attacker to have any technical knowledge of the ASV system, or even the speech
signal, it is one of the easiest spoofing attacks to be executed.

1.2.2 Voice Liveness Detection (VLD) Problem

In an ideal scenario, an ASV system should be robust against all possible types
of attacks. However, unfortunately, in practice, it is not the case. To that effect,
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(a)

(b)

Figure 1.3: Safeguarding an ASV system (a) using a replay SSD system, (b) using
a VLD system. Best viewed in color.

defending ASV systems against spoofing attacks is an active research area. One
of the defence strategies is to detect whether speech is uttered in a live manner or
not. This can be distinguished using VLD systems. To that effect, in this work,
we propose to design an efficient VLD system, which detects whether a speech
utterance is coming from a ‘live’ speaker or not. The discriminating acoustic cue
to detect the liveness is pop noise, which is a characteristic of a live speech, as
shown in Figure 1.3 (b). VLD systems can be used to enhance the performance of
countermeasure strategies for anti-spoofing systems.

1.3 Contributions and Scope of the Thesis

This thesis is a humble step towards developing defenses against replay spoofed
speech. To that effect, two approaches are considered, namely, replay Spoofed
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Speech Detection (SSD), and Voice Liveness Detection (VLD).

1.3.1 Features for Replay SSD

• Quadrature Energy Separation Algorithm (QESA)-based Instantaneous
Frequency estimation for Cochlear Cepstral Features (CFCCIF-QESA): In
this work, additional complementary information is captured by introduc-
ing a quadrature phase component. To that effect, the existing CFCCIF-ESA
feature set is extended to the CFCCIF-QESA feature set, by proposing QESA.
Furthermore, IF estimation difficulties are also studied and analysed w.r.t.
various IF estimation methods used in the features for replay SSD, includ-
ing the proposed QESA.

• Optimized Linear Frequency Residual Cepstral Coefficients (LFRCC): In
this work, optimized LFRCC is proposed w.r.t. replay SSD task. The optimal
order for Linear Prediction (LP) is dependent on the sampling frequency of
the speech signal. However, this LP order is pertaining to better prediction
of speech. However, for the replay SSD task, the goal is not to predict the
next speech sample. To that effect, an optimal LP order is found empirically
on the ASVSpoof 2019 PA dataset, leading to an optimized LFRCC feature
set.

• Uncertainty Vector: In this work, Heisenberg’s uncertainty principle is ex-
ploited to develop a novel feature set known as the uncertainty vector (u-
vector) for the replay SSD task. For this, the time variance and frequency
variance of the signal are used for feature extraction. This analysis is based
on second-order moments of the speech signal.

Given that an attacker, in principle, can use any spoofing technique of their choice,
it is important to develop countermeasures that are independent of the type of at-
tack. To that effect, it is imperative that the countermeasure system should rely
on the acoustic characteristics of the genuine (i.e., live) speech, rather than relying
on the characteristic of a spoofed signal. To that effect, Voice Liveness Detection
(VLD) system comes into play, which relies on pop noise as the acoustic charac-
teristics of the live speech. The signal processing-based features for the same are
proposed in this thesis, which is briefly discussed next.
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1.3.2 Features for Voice Liveness Detection (VLD)

This thesis proposes analytic wavelet-based methods for the VLD task, where the
VLD task aims to detect live speech independent of the spoofing attack. To that
effect, three analytic wavelets are considered for feature extraction.

• Bump Wavelet-Based Features: Bump-wavelets are analytic wavelets, which
are exploited for the VLD task in this work. The features pertaining to
Bump-wavelet are based on the Continuous Wavelet Transform (CWT), which
give a time-frequency representation in terms of a scalogram.

• Morlet Wavelet-Based Features: In this work, Morlet wavelets are used for
feature extraction for the VLD task. Moreover, Morlet wavelet is closely
related to human perception (for both hearing and vision) [66]. To that effect,
CWT-based features using Morlet wavelet are proposed.

• Generalized Morse Wavelet (GMW)-Based Features: The practical issue
of selecting an appropriate wavelet is alleviated to a certain extent because
GMWs act as a superfamily of a variety of analytic wavelets [8, 9]. Further-
more, unlike the other (approximate) analytic wavelets, such as the popular
Morlet wavelet, Morse wavelets show strictly analytic behaviour, i.e., they
do not have spectral leakage in the negative frequency regions [8]. To that
effect, Morse wavelet-based features are also proposed for the VLD task in
this thesis.

1.3.3 Voice Privacy and Attacker’s Perspective

The assessment of security of ASV systems can be performed whenever various
possible approaches and attackers’ perspectives are known a priori. Hence, pos-
sible vulnerability aspects should be examined from the attacker’s perspective in
order to make an ASV system robust against spoofing attacks. This thesis attempts
to study various attacking approaches in the literature. Such a study from the at-
tacker’s perspective is also important in order to design robust CM systems. The
most crucial information exploited by an ASV system is the speaker’s identity
(although implicitly). To that effect, the approach of target selection is discussed
which enables the attacker to select the most vulnerable speaker to target his/her
attack, to increase the chances of a successful attack. In particular, an experimental
analysis is shown w.r.t. 17 twin-pairs, out of which the most vulnerable twin-pair
is selected. However, if privacy preservation is exercised for a speaker’s identity,
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numerous attacks can be obliterated simultaneously. To that effect, an improved
Linear Prediction (LP)-based Voice Privacy (VP) system is also presented.

1.3.4 Additional Applications

Apart from the contributions related to anti-spoofing, the proposed feature sets
are evaluated for several Assistive Speech Technologies (AST), such as infant cry
classification, and dysarthric severity-level classification. In particular, infant cry
classification is done using two approaches, namely, Morse wavelet-based fea-
tures, and the u-vector. Furthermore, the Morse wavelet-based features are also
exploited for dysarthric severity-level classification.

1.4 Organization of the Thesis

Figure 1.4: Organization of the thesis.

The rest of the chapters in this thesis are organized as shown in Figure 1.4, and
details of the organization is briefly described next.
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• Chapter 2 discusses the literature survey on anti-spoofing systems w.r.t. re-
play SSD, VLD, and the attacker’s perspective.

• Chapter 3 presents details of the experimental setup that is used to per-
form experiments reported in this thesis. To that effect, the anti-spoofing
datasets, classifiers, performance evaluation metrics, and score-level fusion
techniques have been discussed in this chapter.

• Chapter 4 presents the details of three proposed features for replay spoof
detection, namely, CFCCIF-QESA, LFRCC, and u-vector. The experimental
findings w.r.t. each of these features on the various anti-spoofing datasets
are presented in this chapter.

• Chapter 5 presents the details and the experimental findings of three an-
alytic wavelet-based proposed features for the VLD task, namely, Bump
wavelet-based, Morlet wavelet-based, and Generalized Morse Wavelet-based
features.

• Chapter 6 discusses the importance of attacker’s perspective for overall se-
curity of ASV systems. To that effect, the design of LP-based voice privacy
system is presented. Furthermore, the approach of target selection of select-
ing the most vulnerable speaker from the attacker’s perspective is discussed.

• Chapter 7 includes additional contributions of this thesis for the tasks re-
lated to Assistive Speech Technologies (AST), such as classification of nor-
mal vs. pathological infant cry, and severity-level classification of the dysarthric
speech.

• Chapter 8 presents the summary and limitations of the work presented in
this thesis. Furthermore, this chapter also puts forward the open research
problems towards replay SSD and VLD tasks.

1.5 Chapter Summary

This chapter covered a brief overview of the ASV system, and its vulnerability to
potential spoofing attacks. To that effect, the motivation to design CM solutions to
counteract such vulnerabilities is discussed. In this regard, the scientific commu-
nity’s initiative and efforts to comprehensively pose the anti-spoofing challenges
were also highlighted. This chapter provided a brief summary of the contribu-
tions made by this thesis, focusing on the design of several feature sets for replay
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SSD and VLD tasks, along with attacker’s perspective and design of voice pri-
vacy system. The next chapter presents a literature review on the development of
existing CM systems for replay SSD, VLD task, and attacker’s perspectives. Fur-
thermore, the research gaps in the literature and the corresponding contributions
of this thesis are also included in the next chapter.
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CHAPTER 2

Literature Survey

2.1 Introduction

As discussed in Chapter 1, an ASV system is used to grant access to only an
enrolled set of speakers (users). All the remaining speakers are treated as non-
genuine or imposter speakers or fraudulent attackers. Nevertheless, some impos-
tors deliberately attempt to get unauthorized access to the ASV system. These
deliberate attempts made by the impostor (i.e., attacker) are called as spoofing at-
tacks on ASV. This chapter discusses the literature survey on three major aspects
of the security of ASV systems, namely, replay SSD, VLD, and the attacker’s per-
spective on ASV systems. Various anti-spoofing measures have been proposed in
the literature, which are coherently presented in this chapter. Furthermore, a few
research issues have been identified as research gap in the literature and thus, this
thesis work attempts to fill this gap.

2.2 Replay Spoofed Speech Detection (SSD)

Some of the possible spoofing attacks on an ASV system are impersonation, twins,
voice conversion (VC), speech synthesis (SS), and replay. In order to develop ro-
bust countermeasures to detect spoofed speech, the first special session on Spoof-
ing and Countermeasures for ASV was organized during INTERSPEECH 2013 [67,
68]. Details of various vulnerabilities on ASV systems and their respective coun-
termeasures (CMs) were presented in [67]. The need for standard datasets, proto-
cols, and performance evaluation metrics in this special session led to the ASVSpoof
2015 Challenge organized during INTERSPEECH 2015 [69]. This challenge fo-
cused on developing several CMs against SS and VC spoofs using various kinds of
feature extraction algorithms on a standard and statistically meaningful ASVSpoof
2015 dataset [56–61]. The CMs in this challenge were primarily focussed on sig-
nal processing-based techniques to develop feature sets, and Gaussian Mixture
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Model (GMM) as a pattern classifier for the two-class problem of genuine vs.
spoof speech detection (SSD). Among the various submissions by the participants,
some notable submissions were based on various feature sets, such as Cochlear
Filter Cepstral Coefficients Instantaneous Frequency (CFCCIF) (which was the
winner system during ASVSpoof 2015 challenge [70]), Linear Frequency Cepstral
Coefficients (LFCC) [71], and Constant-Q Cepstral Coefficients (CQCC) [71, 72].
Furthermore, in the ASVSpoof 2017 challenge, the focus was exclusively on real
replay SSD [63–65], for which the ASVSpoof 2017 dataset was released [21]. Fur-
thermore, in the ASVSpoof 2019 challenge, the focus was on synthetic or simu-
lated replay (also called Physical Access (PA)), SS and VC-based attacks (called
as Logical Access (LA)). Lastly, the most recent challenge is the ASVSpoof 2021
challenge with three tracks, namely, LA, PA, and DeepFake (DF) detection [73].
The DF detection task was introduced in the ASVSpood 2021 challenge, wherein
the attacker synthesizes speech in the voice of a target speaker. DF attacks are
usually aimed to harm the reputation of a celebrity, or to spread fake news. In the
context of ASV systems, the DF detection task can help to evaluate the robustness
of CMs which are used to detect various spoofed and compressed data available
online. The details of each of these challenge datasets are discussed in the next
chapter. Some notable contributions of the best performing systems on each of
the ASVSpoof challenge corpora are shown in Table 2.1.

The recent work reported in [74] shows the best performance on the ASVSpoof
2015 challenge dataset. It is based on multi-level transform (MLT) on the octave
power spectra of Constant-Q Transform (CQT). To that effect, Constant-Q Multi-
level Coefficients (CMC) features are proposed in this work, which perform better
than the existing state-of-the-art anti-spoofing systems on ASVSpoof 2015 chal-
lenge dataset. On the ASVSpoof 2017 challenge dataset, the work reported in [75]
shows the best and optimal performance of 0% EER. It uses Modified Group De-
lay Cepstral Coefficients (MGDCC) features with ResNet as the classifier. Fur-
thermore, the work in [76] is the best performing system on the ASVSpoof 2019
LA and PA datasets, with evaluation EER of 1.84% and 0.54%, respectively. It
enhances the Light Convolutional Neural Network (LCNN) architecture by in-
troducing angular margin-based softmax activation function. Furthermore, on
the ASVSpoof 2021 dataset, the best performing system for LA and DF task is
based on media codec data augmentation using LCNN, Residual Neural Network
(ResNet), and Long Short Term Memory (LSTM). On the other hand, the best per-
forming system on the PA dataset is based on one-class learning framework using
GMM and VAE, giving the performance of 24.25% EER.

12



Table 2.1: The Best Performing Systems in the Literature for Each of the Anti-
Spoofing Corpora.

Dataset Best Performing
SSD System

Performance
(in %EER)
Dev Eval

ASVSpoof 2015 CMC [74] 0 0.026
ASVSpoof 2017 MGDCC with ResNet [75] 0 0

ASVSpoof 2019 LA Angular margin-based softmax
activation for LCNN [76] 0 1.84

ASVSpoof 2019 PA Angular margin-based softmax
activation for LCNN [76] 0.0154 0.54

ASVSpoof 2021 LA
Media codec data augmentation
with LightCNN, ResNet, LSTM

Team T23.
- 1.32

ASVSpoof 2021 PA
One-class learning framework

based on GMM and VAE
Team T07.

- 24.25

ASVSpoof 2021 DF
Media codec data augmentation

with LCNN, ResNet, LSTM
Team T23.

- 15.64

CMC: Constant-Q Multi-level Coefficients, MGDCC: Modified Group Delay Cepstral Coeffi-

cients, LCNN: Light Convolutional Neural Network, LSTM: Long Short Term Memory,

GMM: Gaussian Mixture Model, VAE: Variational Autoencoder, DF: DeepFake.

Out of the various spoofing attacks, replay attacks are the easiest to execute,
however, very difficult to detect. In particular, it involves playback of a recorded
(genuine) victim speaker’s voice, which is captured using a recording device to
get fraudulent access into the system. With the advent of high quality recording
and playback devices, replay attacks have become all the more difficult to detect.
More so, unlike the other spoofing attacks, such as impersonation, VC, and SS,
the attacker does not require having any skills or technical background to mount
replay attacks; however, at the same time, they are very difficult to detect.

Auditory
Transform

[77]

2003

CFCC
based on
Auditory
Transform

[78]

2011

CFCCIF
winner system
in ASVSpoof

2015 Challenge
[70]

2015

CFCCIF-ESA
[79]

2019

CFCCIF-QESA
(Proposed)

2022

Figure 2.1: A selected chronological progress depicting the development from
auditory transform to the cochlear filter-based feature sets.
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Next, we discuss the earlier work reported in the literature related to audi-
tory transform-based feature sets (such as CFCC and its variants) for SSD task.
Fig. 2.1 depicts the selected chronological progress in the development of au-
ditory transform-based features, which began with the development of auditory
(wavelet) transform and its inverse in 2003 [77], where it was validated on real-
valued signals in 2009 [80]. In 2011, auditory transform-based features known
as CFCC were proposed for a noise-robust speaker identification task [81]. In
particular, emphasis was laid on the case when training and testing acoustic envi-
ronments are mismatched in terms of noise. Here, CFCC features that are devel-
oped from the cochlear filter are able to capture robustness in the human hearing
system. To that effect, CFCC features have shown remarkable results under mis-
matched conditions between training and testing [81]. Furthermore, the study
reported in [82] used IF spectrum for speech intelligibility. To that effect, sub-
band IF is extracted from the subband filter outputs of CFCC representation for
the SSD task [70]. Next, the study in [83] shows that phase-driven characteristics
supplement with magnitude-driven characteristics. Similarly, in [70], magnitude
characteristics from cochlear filter and analytic or instantaneous phase character-
istics via IF were jointly used for SSD task. However, the IF estimation was done
by differentiating the analytic phase obtained from Hilbert transform, which is
computationally expensive task w.r.t. need for phase unwrapping and also has a
poor time resolution as it requires a segment or block of speech data (since Hilbert
transform being singular integral in the time-domain requires Fourier-domain im-
plementation and thus, a block of speech data yields better frequency resolution
than only a few samples w.r.t. Heisenberg’s uncertainty principle in the frame-
work of signal processing [84]), and detailed proof given in Appendix E. In [79],
the estimation of IF was done using Energy Separation Algorithm (ESA), leading
to high temporal resolution of IF. To that effect, CFCCIF-ESA feature set was pro-
posed in [79] for the replay SSD task. The performance of each of the cochlear
filter-based feature sets is shown in Table 2.2.

Given the success of CFCCIF as winner system for ASVSpoof 2015 challenge
[78] and its extension to CFCCIF-ESA for the replay SSD task [79], in this thesis,
an improved version of CFCCIF-ESA is proposed, namely, Cochlear Filter Cep-
stral Coefficients-based Instantaneous Frequency using Quadrature Energy Sep-
aration Algorithm (CFCCIF-QESA), where QESA represents Quadrature-based
ESA. Given that the ESA uses a high-resolution, Teager Energy Operator (TEO)
for IF estimation, it utilizes only the amplitude information of the three consecu-
tive speech samples. Moreover, due to the absence of Hilbert transform, it does
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not utilize the quadrature-phase component of the signal for analytic signal gen-
eration. Therefore, in order to incorporate both the advantages, i.e., the excellent
time resolution of the TEO and having quadrature-phase component via Hilbert
transform, the CFCCIF-QESA feature set is proposed in this thesis as a further
improvement in auditory transform-based features. Apart from the high tempo-
ral resolution of IF, the proposed feature set exploits the information captured by
the quadrature relative phase information between the real and imaginary parts
of the subband analytic signal. To that effect, the extended definition of TEO for
complex-valued signal has been used for the first time for SSD task, resulting in
the idea of IF estimation using QESA.

Table 2.2: Results Obtained on ASVSpoof Challenge Datasets for Auditory
Transform-Based Systems

Source Dataset Used Features Used Classifier
Used

Performance
Dev Eval

[78] ASVSpoof 2015 CFCCIF GMM - 1.211
[21] ASVSpoof 2017 V2.0 CFCC GMM 17.60 18.97
[78] ASVSpoof 2017 V2.0 CFCCIF GMM 16.61 17.38
[79] ASVSpoof 2017 V2.0 CFCCIF-ESA GMM 11.54 14.77

2.3 Voice Liveness Detection (VLD)

Recent research on VLD focuses on pop noise detection. Human breath char-
acterizes live speech because of the ability of microphones to capture pop noise
generated from live speech signal [27,85–88]. Pop noise is a common distortion in
speech occurring, when human breath reaches a microphone [27]. It is known to
be poorly reproduced by loudspeakers [89, 90]. Therefore, pop noise is a signifi-
cant discriminatory acoustic cue for VLD.

A selected chronological progress depicting the development of VLD systems
is shown in Figure 2.2. With the release of the standard publicly available POp
noise COrpus (POCO) recently in 2020, there has been progress towards devel-
opment of VLD system. It assumes that the live speaker’s mouth is close to the
microphone, and signals that are known to spoof ASV systems, such as synthetic
speech and replayed speech, fail to reproduce the pop noise as strongly as a live
speech signal [26, 100], of course with the assumption that spoofed speech is not
recorded with wiretapping. Furthermore, Table 2.3 shows the details of the prior
work done on the VLD task, where a few of the approaches use their own custom
data for the VLD task, due to the unavailability of POCO dataset until 2020. Ap-
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POCO Dataset
Released with
STFT Baseline

[26]

2020

Spectral
Root

Smoothing
[91]

2021

Bump
Wavelet-Based

VLD System [92]
(Proposed)

2021

CQT-Based
VLD System

[93]

2022

Morlet Wavelet-
Based VLD
System [28]
(Proposed)

2022

Morse Wavelet-
Based

(Proposed)

2022

Seismic Data
Analysis [94]

1994

Digital Image
Processing

Edge Detection
[95]

1992

Morlet Wavelet
Transform

[96–98]

1982

Mechanical
Fault

Diagnosis [99]

2000

Figure 2.2: A selected chronological progress depicting the development of VLD
systems, and the applications of Morlet wavelet in the literature.

Table 2.3: Selected Prior Work on VLD

Source Dataset
Used

Features
Used

Classifier
Used

Frequency
Range

Performance
(% Accuracy)

[27] Custom
Japanese Dataset STFT GMM 1− Fs/2 5.88 (%EER)

[87] Custom Data
Collected GFCC SVM 1− Fs/2 93.5

[101] Custom
Japanese Dataset STFT GMM - 0.95 (% EER)

[26] POCO STFT SVM 1− 40 Hz 62.08
[102] POCO CQT SVM 1− Fs/2 66.49
[103] POCO STFT CNN 1− 40 Hz 71.81

[91] POCO Spectral Root
Smoothing GMM 1− Fs/2 69.79

[104] POCO MGDCC CNN 1− Fs/2 79.49
STFT: Short-Time Fourier Transform, GFCC: Gammatone Frequency Cepstral Coefficients, CQT: Constant Q-

Transform, MGDCC: Modified Group Delay Cepstral Coefficients

proaches, such as low frequency-based single channel detection and subtraction-
based pop noise detection have been proposed in [27, 101], on custom dataset
which is not publicly available. The feature set used on the custom dataset was the
GFCC feature set, which is known to incorporate the characteristics of human pe-
ripheral auditory systems [105, 106]. The standard dataset for the VLD task using
pop noise detection was released in 2020 as POCO dataset [26]. Thereafter, vari-
ous approaches on the POCO dataset were proposed in [91, 102–104, 107], which
included variations in the type of features used, and the classifiers used. Spec-
tral root smoothing technique with GMM as the classifier was exploited in [91].
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However, this approach considered the full-frequency spectrum for the detection
of pop noise. Furthermore, the proposition of Bump wavelet-based VLD system
in [92] was the first VLD system to exploit wavelet-based technique. Furthermore,
the study reported in [93] used Constant-Q Transform (CQT)-based features and
was found to perform better than the STFT-baseline.

2.4 Studies from the Attacker’s Perspective

In order to design robust defending mechanisms, it is important to discuss the
numerous techniques, which enable spoofing attacks on ASV systems. Assess-
ment of security of ASV systems can be performed whenever various possible
approaches and attackers’ perspectives are known a priori. Hence, possible vul-
nerability aspects should be examined in order to make an ASV system robust
against spoofing attacks.

Notably, there are two main types of attacks, namely, direct and indirect, as
shown in Figure 2.3. Direct attacks are the attacks that are implemented and car-

Figure 2.3: Classifying various attacks on an ASV system.

ried out without understanding the internal architecture of ASV system design.
As a result, in a direct attack, the attacker does not breach or fool any internal
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subsystem in the target ASV system. Instead, attacks are carried out at the micro-
phone and transmission levels. To that effect, a successful direct attack does not
need any prior knowledge of the ASV system in question. This is the reason why
such an event is also known as black box attack [2]. Thus, this kind of attack poses a
significant threat to the security of the ASV system due to their ease of execution.
Types of direct attacks are spoofing attacks, hardware attacks, and adversarial
attacks, as shown in Fig. 2.3.

On the other hand, indirect attacks are those occurring at system-levels, being
feasible whenever the attacker has access to the internal subsystems of the target
ASV system. If the attacker has complete knowledge and access to all the sub-
systems, the attack is termed as a white box attack. It represents an ideal scenario
for attackers, which is not practically realistic. However, despite their unrealistic
nature, these attacks should not be ignored since they represent the worst-case
possibility for the security of ASV systems. The robustness of an ASV system
should be evaluated against such a worst-case scenario so that the ASV systems,
and their associated countermeasures, are fully prepared to prevent most of the
possible attacks.

A more realistic case of indirect attacks is that in which the attacker has partial
knowledge of the target ASV system. Such indirect attacks are termed as grey
box attacks. Most of the indirect attacks are grey box attacks due to their realistic
nature. An attacker can perform more serious damage to the ASV system security
by implementing a grey box attack as compared to a black box attack because
more power, i.e., knowledge, on the grey-box target ASV system exists.

Spoofing Attacks: Spoofing attacks fall under the category of direct attacks
and are the most researched attacks in the ASVSpoof literature. Spoofing attacks
that are generated from Text-To-Speech (TTS) and Voice Conversion (VC) tech-
niques are called as Logical Access (LA) attacks. On the other hand, spoofing ut-
terances which are generated in a real physical space are called as Physical Access
(PA) attacks. The most common type of PA attack is a replay attack. Further-
more, a recent type of attack, known as DeepFake is also a direct attack, which
involves generating spoofing utterances using TTS and VC algorithms, similar to
LA. Currently, DeepFake attacks are known to be the most successful types of at-
tacks. However, the ease of mounting and executing an attack also counts from
an attacker’s perspective. To that effect, replay attacks are the easiest to mount,
and do not even require the attacker to be technically knowledgeable.

Hardware attacks: Due to flaws in hardware implementations of security algo-
rithms, an attacker can find the possibility of mounting a hardware attack. These
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attacks can be direct as well as indirect. In case of a direct hardware attack, the
attacker can keep track of outputs from the hardware, such as power, timing, and
cache traits, to get enough information about the ASV system in order to attack it.
Such attacks are called side-channel attacks. Simple Power Analysis (SPA) and Dif-
ferential Power Analysis (DPA), for instance, are classic examples of such types
of attacks [108, 109]. On the other hand, in the case of grey box and white box
attacks, where the attacker has partial or complete access to the victim’s hard-
ware, the hardware attacks are performed by deliberately mounting faults in the
electrical circuitry to alter the behavior of the circuit used. An example of fault
injection attack is performed by injecting parametric Trojan [110]. With the help of
parametric Trojan, the electrical characteristics of the logic gates used in the circuit
are altered. However, hardware attacks are usually mounted on systems, which
use cryptographic algorithms for their security. In this regard, to the best of the
author’s knowledge, a hardware attack on an ASV system is yet to be uncovered,
and hence, it is an open research problem.

Attack on corpora: Attacks over unprotected corpora are categorized as white
box attacks. Attacks over unprotected corpora do not necessarily lead to an attack
on an ASV system, however, they can be used to determine personal information
about speakers. The ISO/IEC International Standard 24745 on Biometric Informa-
tion Protection [111] enforces that, for full privacy protection, biometric references
should be irreversible and unlinkable [112–114]. An unprotected speech corpus,
i.e., a biometric reference, enables searching for a speaker’s information on the
Internet [40, 115]. Likewise, the study in [116] deals with matching users’ speech
to celebrities’ speech data available on YouTube. Thus, due to publicly available
speaker data collected from YouTube (also called as “found data"), an attacker can
look for a celebrity’s voice, which resembles the most to a particular user’s voice,
using an approach called as target selection, which is described in Chapter 6.

Adversarial attacks: Adversarial attacks aim to intentionally misclassify input
data to a Machine Learning (ML) model based on a minor signal perturbation,
which forces the ML model to generate an incorrect output. Usually, the pertur-
bation is so modest that it is not even perceivable by humans. The speech signal
with the intentionally added perturbation is called as adversarial example. An ad-
versarial example w.r.t. to an original speech signal x can be represented as:

x̄ = x + δ, (2.1)

where δ is so small that x̄ is perceptually same as that of x. However, δ is large
enough to cause mis-classification. This is in agreement with the finding that there
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may exist speech feature parameters that are acoustically relevant for ASV (e.g.,
fine structure features derived from the open phase region of glottal flow deriva-
tive waveform) but perceptually insignificant [10, 117]. Assuming that the ASV
system to be attacked is a black box, from the attackers’ perspective, to the best of
the author’s knowledge, the work reported in [118] was the first to propose ad-
versarial attacks against machine learning (ML) methods, where the attacker has
no access to a large training dataset. The attack is done by training an attacker’s
model based on the labels assigned by the existing victim ML model. However,
the attack presented in this work is not confined to ASV systems, and pertains
to more general adversarial attack in machine learning. Notably, in [119], adver-
sarial attacks were evaluated on various scenarios including transferability of at-
tacks, practicability of over-the-air attacks by replay, and human-imperceptibility
to demonstrate the imperceptibility of adversarial samples.

With the various types of attacks as discussed, Table 2.4 presents some of the
existing attacking techniques in the literature and the respective observations and
inferences.

Table 2.4: Selected Attacking Techniques in the Literature

Basis of Attack Corpus Used Observations
Choosing the closest tar-
get based on FAR using
GMM [120]

YOHO

• If the number of sessions is more in which
the attacker has listened to the target voice,
a higher verification error rate is obtained.
• The highest FAR achieved was 35% by
one of the two imitators.

Choosing the closest
target using attacker’s
ASV on the basis of
EER [121]

VoxCeleb1 and
VoxCeleb2

• Transferability is observed from the at-
tacker’s ASV to the attacked ASV in the or-
der of the closest, median, and the farthest
speakers.
• Contrary to the intuition, if the target
speaker’s voice is already similar to the
impersonator’s voice, the verification error
is lowered. However, in case of the tar-
gets that are not close to the attacker, im-
personation increases the verification error,
thereby improving the attack.
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Training feedback con-
trolled voice conversion
system, with feedback
coming from the black
box target ASV. The
VC method used is
Phonetic Posteriorgram
(PPG)-based [122].

Subset of
ASVSpoof 2019
Challenge LA

dataset

•Higher EER indicates better attack. Over-
all EER achieved using PPG-VC with feed-
back attack method was 30.73%, whereas
without feedback it was 29.25%.
• Male speakers were observed to be more
vulnerable due to PPG-based VC attack
with EER of 32.90% and 31.60% for the
cases of with and without feedback, respec-
tively.
• Female speakers on the other hand were
comparatively less vulnerable due to re-
duced EERs of 26.67% and 25%, for the
cases of with and without feedback, respec-
tively.

Crafting adversarial ex-
amples at the acoustic
feature-level, i.e., MFCC
and Log Power Magni-
tude Spectrum (LPMS).
To generate perturba-
tion, Fast Gradient Sign
Method (FGSM) is used
to solve the optimiza-
tion problem [123].

VoxCeleb1

• In black box setting, for perturbation ϵ =

20, EER of 74.62% was achieved.
• In white box setting, LPMS i-vector-based
system was found to be more vulnerable
than MFCC i-vector. For ϵ = 1, FAR
and EER obtained by LPMS i-vector were
99.99% and 99.95%, respectively.

Crafting adversarial
examples using FGSM
and Local Distribu-
tion Smoothness (LDS)
method [124].

TIMIT

• EER is improved by (i) +18.89%, and (ii)
+5.54% for the original test set using the reg-
ularized model.
• Further, EER is improved on the adversar-
ial example test set by (i) +30.11%, and (ii)
+22.12%.
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Developing an audio-
agnostic universal
generating sound dis-
tortions by estimating
perturbation. Robust-
ness is improved by
the Room Impulse
Response (RIR) [125].

Multi-speaker
corpus from
Voice Cloning
ToolKit (VCTK)

• 90% attack success rate is achieved on
both x-vector and d-vector-based ASVs.
• Attack time is sped up by 100 times. Both
were achieved on white box scenarios.

Crafting adversarial
examples using Bio-
metrics Transformation
Network configura-
tion (ABTN), which
jointly processes the
loss best of the PAD
and ASV systems to
generate black box and
white box adversarial
examples [126].

ASVSpoof 2019 • ABTN outperforms adversarial attacks,
obtaining 10.28% and 10.14% higher EER
joint w. r. t. the PGD (ϵ = 1.0) in the LA
and PA test sets, respectively.

Voice conversion using
Weighted Frequency
Warping (WFW) [127]

TIMIT and
CMU-ARCTIC

• The WFW-based attack failed on speaker
identification systems as the source voice
and its corresponding speaker could be
identified in numerous cases.

Text-To-Speech (TTS)
system, which con-
tains a speaker encoder
network, a sequence-
to-sequence synthesis
network, and an auto-
regressive WaveNet-
based vocoder network,
which converts the Mel
spectrogram into time-
domain signal [128].

VCTK and Lib-
riSpeech

• It is demonstrated that synthesized
speech is reasonable natural speech, simi-
lar to real even on unseen speakers.
• Human-level naturalness is not achieved
despite the use of a WaveNet vocoder.
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An autoencoder-based
voice conversion sys-
tem [129]

VCTK

• Generalizes well to unseen speakers.
• Speaker characteristics are disentangled
from the linguistic content by the encoder
bottleneck.
• Like [128], it also uses WaveNet vocoder.

SV2TTS [120] Customized
Data

Azure, and WeChat can accept at least 1
synthesized attack utterance.

ASV is trained un-
der unconstrained
recording and speaking
conditions [130]

Collected Im-
personation
Dataset (CID)

• Attacks using DeepFake speech are more
likely to be successful than the other attack-
ing techniques including speech synthesis
and impersonation by professionals.
• It is established that the fine struc-
tures in the speech present due to the
human speech production mechanism can
capture the discriminating acoustic cues
between natural and machine-generated
speech, such as DeepFake speech.

DolphinAttack: Inaudi-
ble voice commands on
ultrasonic carriers [131]

–

• Even though inaudible, DolphinAttack
voice commands can successfully activate
the audio hardware of devices, such as Siri,
Alexa, and GoogleNow.
• The attack leads to various vulnerabili-
ties, such as visiting a malicious website,
spying, injection of fake information, and
denial of service.

Targeted adversarial at-
tack called as FAKEBOB
under black box setting
[119]

LibriSpeech
and VoxCeleb

• Success rate of 99% is achieved on both
open source and commercial systems.
• It is concluded that it is difficult to differ-
entiate the speakers of the original voices
from those of the generated adversarial
voices.
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Two attacking setups:
Different speaker attack
setup, and conversion
attack setup [132]

MOBIO and
Voxforge

• Statistically significant difference with p-
value=0 (for males), and p-value=0.0015
(for female) is observed between the mean
FAR of the two attacking methods on ASV
system.
• Conversion attack is significantly more
successful than the different speaker attack.

SIRENATTACK: Based
on Particle Swarm
Optimization (PSO),
and fooling gradient
method [133]

Common Voice
dataset and
VCTK

• The attack threat is evaluated on the
DeepSpeech model, in black box and white
box scenarios.
• In particular, on ASV systems, aver-
age success rate from 91.65% to 99.45% is
achieved in black box scenario, on various
models.

Professional Swedish
Impersonator (male)
[134]

–

• Low correlation between human percep-
tion and speaker verification system is ob-
served.
• The human listeners perceive prosodic fea-
tures in addition to the other speech char-
acteristics. However, machine-based ASV
systems do not take prosodic features in ac-
count.

2.5 Research Gaps and Contributions of the Thesis

Given that there are numerous methods of attacking an ASV system, such as at-
tacks by twins, professional mimics, VC, SS, and replay, it is important to study
the performance of SSD systems for each of these direct attacks. Table 2.5 shows
the performance of the SSD w.r.t. each of the attacks. It can be observed that
for each attack type, the best-performing system uses a different anti-spoofing
method (i.e., varied feature extraction techniques and classifier designs). How-
ever, it should be noted that the SSD system performance relies greatly on the
attack type, and the dataset. However, considering the practical scenario where
an attacker is an external entity who is free to choose any method of generating
the spoofed signal, the reliability of SSD systems on a particular attack type makes
it far from designing a generalized SSD system.
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Table 2.5: Comparison of the Performances of Various SSD Systems w.r.t. Attack
Type

Dataset Attack Type Best Performing SSD Performance
(in % EER)

Custom Dataset
of 17 Twin Pairs Twins MFCC with 3rd order

polynomial classifier [43]
97.47*

ASVSpoof 2015

S1, S2, S3, S4 CMC [74] 0
S5 CAF [135] 0
S6 CQSPIC-A [136] 0
S7 CMC 0
S8 M & P Feats [137] 0
S9 CMC [74] 0

S10 CMC [74] 0.221
ASVSpoof 2017 V2.0 Real Replay MGDCC with ResNet [75] 0

ASVSpoof 2019 LA CQT, LFCC, FFT,
DCT with LCNN [76] 1.84

PA
(Synthetic

Replay)

MFCC, CQT, CQCC
& VGG, LCNN [138] 0.03

LA
Media codec data augmentation
with LightCNN, ResNet, LSTM.

Team T23.
1.32

ASVSpoof 2021

PA
(Synthetic

Replay)

One-class learning framework
based on GMM and

variation autoencoder (VAE).
Team T07.

24.25

DF
Media codec data augmentation
with LightCNN, ResNet, LSTM.

Team T23.
15.64

* denotes the ratio of the number of correctly identified speakers to the total number of
speakers [43].

Till now, most of the CMs use acoustical features, such as spectral, F0, and
modulation-based methods to differentiate an artificial speech signal from natu-
ral speech. For each type of spoofing attack, several countermeasures have been
proposed. However, no methods have achieved a generalized countermeasure,
that can detect any type of spoofing attack. From the attacker’s perspective, the
attacker is free to mount any type of attack on the ASV system. Given the CMs
developed so far are attack-specific, they may fail to detect if the attack type is dif-
ferent from what the CM is designed for.

For example, as shown in Figure 1.3 (a), a replay SSD is considered, which
can be assumed to effectively detect replay utterances. However, if the attacker
chooses to deploy VC, SS, or any other unknown methods of attack, the spoofed
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signals might go undetected and hence, can be mis-classified as genuine.
However, if we can detect a genuine (live) speech from any other kind of

speech (independent of the type of spoofing attack), this issue can be alleviated. In-
terestingly, any kind of speech which is not live, has to played via a loudspeaker
in order to play a spoofed speech. Therefore, if one can distinguish speech pro-
duced by a live human being from a speech utterance played via a loudspeaker,
live speech can be detected and spoofed utterances can be discarded irrespective
of the type of spoofing algorithm or technique used. To that effect, pop noise is a
distinguishing acoustic cue, which is present in live speech, but is faintly present
or absent in speech signals that are played via loudspeakers . Pop noise is gen-
erated due to close proximity of a speaker’s mouth with the microphone. In the
mechanism of human speech production, the airflow travelling from the lungs to
the lips results in a speech wave. If the sound is captured by the microphone at a
small distance from the speaker, the microphone captures the speech along with
energy released due to the friction between the lips as bursts of airflow, which
is termed as pop noise. Therefore, pop noise is faint or absent in spoofed signals,
more so, in the replayed spoofed signals, because the recording is done discreetly
with a large distance from the live speaker.

This thesis work is a humble step to alleviate some of these research gaps in
the literature. In particular,

• So far, most of the signal processing-based features have been extracted from
the magnitude spectrum of the speech signal. However, the phase (either
analytic or Fourier transform phase) characteristics can also be useful for
various applications [139–142]. The information captured by the phase has
hardly been explored as compared to the magnitude spectrum-based infor-
mation in the literature [143].

This thesis attempts to address this research gap by proposing quadrature-
based ESA (QESA), which is further exploited in proposing the CFCCIF-
QESA feature set.

• The earlier studies on replay SSD tasks proposed Instantaneous Frequency
(IF)-based features, such as CFCCIF, and CFCCIF-ESA. However, IF estima-
tion suffers from 5 difficulties in the time-frequency literature [144]. There-
fore, we believe that the earlier features for SSD (i.e., CFCCIF, and CFCCIF-
ESA) also undergo these difficulties.
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This thesis attempts to address this research gap by studying and analysing
the IF difficulties w.r.t. various IF estimation methods, including the pro-
posed QESA. Such analysis discussed in this thesis led to elimination of
a few of the difficulties, whereas the remaining difficulties pose an open
research problem.

• The need for a generalized SSD system to alleviate the dependency on the
type of spoofing attack, including unknown attacks.

This thesis attempts to address this research gap by proposing analytic
wavelet-based methods for the VLD task, where the VLD task aims to
detect live speech independent of the spoofing attack.

• Assessment of security of ASV systems can be performed whenever various
possible approaches and attackers’ perspectives are known a priori. Hence,
possible vulnerability aspects should be examined from the attacker’s per-
spective in order to make an ASV system robust against spoofing attacks.

– This thesis attempts to study various attacking approaches in the
literature. Such a study from the attacker’s perspective is also im-
portant in order to design robust CM systems.

– The most crucial information exploited by an ASV system is the
speaker’s identity (although implicitly). If privacy preservation is
exercised for a speaker’s identity, numerous attacks can be obliter-
ated simultaneously. To that effect, an improved Linear Prediction
(LP)-based Voice Privacy (VP) system is also presented.

Apart from these contributions, the proposed feature sets are evaluated for several
tasks related to Assistive Speech Technologies (AST), such as infant cry classifica-
tion, and dysarthric severity-level classification.

2.6 Chapter Summary

This chapter presented the literature survey on voice anti-spoofing for ASV sys-
tems, in particular, for replay SSD and VLD tasks. An overview of various SSD
approaches along with their performance is discussed in this chapter. Following

27



this, various attacking approaches are presented briefly, and the need to develop
generalized countermeasures is felt as the key research gap in the literature. To
that effect, the problem of VLD is introduced, along with literature of existing
VLD systems, on the only standard dataset for VLD, known as the POCO dataset.
Furthermore, a few research gaps are observed, with the contributions of the the-
sis in the light to address these gaps. The next chapter discusses the details of
the experimental setup that is required for the experimental results and analysis
presented in this thesis.
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CHAPTER 3

Experimental Setup

3.1 Introduction

This chapter presents the various components of the experimental setup used for
the experiments reported in this thesis. To that effect, the elements of the ex-
perimental setup discussed are the various speech corpora w.r.t. spoofing detec-
tion and voice liveness detection, classifiers used, performance evaluation met-
rics, and score-level data fusion strategies. This thesis contributes to findings for
two tasks w.r.t. anti-spoofing, namely, replay SSD, and voice liveness detection,
for which standard and statistically meaningful datasets have been used in this
thesis. For spoofing detection, several datasets have been used, such as BTAS
2016, ASVSpoof 2015, ASVSpoof 2017, and ASVSpoof 2019, VSDC, and ReMASC.
Out of these, ASVSpoof challenge datasets are aimed to develop CMs for ASV sys-
tems, while VSDC and ReMASC datasets are aimed at developing anti-spoofing
systems for VAs. For the VLD task, POp Noise detection COrpus (POCO) has
been used, which is the only publicly available dataset for VLD research. Further-
more, the classifiers used, such as GMM, CNN, LCNN, and ResNet have been dis-
cussed. Finally, the score-level (data) fusion strategies have also been discussed.

3.2 Standard Corpora Used For Anti-Spoofing

As described in Chapter 2, the various ASVSpoof challenges have enabled the
progress of research in anti-spoofing w.r.t. various attacks. To that effect, vari-
ous statistically significant and standard datasets have been released as part of
the ASVSpoof challenge campaigns during the years 2015, 2107, 2019, and 2021.
ASVSpoof challenges, however, focused on developing CMs for ASV systems.
Recently, there has been anti-spoofing research even for VAs and hence, another
standard dataset was released, known as the Realistic Replay Attack Microphone
Array Speech Corpus (ReMASC). To that effect, the details of all the datasets per-
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taining to spoof detection have been discussed in this subsection.

3.2.1 ASVSpoof 2015 Challenge Dataset

The ASVSpoof 2015 Challenge organized during INTERSPEECH 2015 [19], re-
leased the publicly available ASVSpoof 2015 challenge dataset to develop CMs
against SS- and VC-based spoofing attacks. The dataset consists of 106 speakers,
out of which 45 are male and 61 are female speakers. The genuine speech utter-
ances in this dataset are collected in the conditions of minimum background and
transmission channel noise. The spoofed utterances, on the other hand, comprise
two attacks, namely, SS and VC. To that effect, the dataset in total uses ten al-
gorithms of SS and VC-based methods. These algorithms are denoted from S1
to S10, the details are shown in Table 3.1 [19, 145]. Among these spoofing al-
gorithms, S3, S4, and S10 uses speech synthesis algorithms, and others are VC-
based approaches. S1-S9 uses vocoder-based algorithms, and S10 uses unit a se-
lection approach for speech synthesis. Two vocoders, namely, STRAIGHT [146]
and Mel log spectrum approximation (MLSA) [147,148], are utilized to implement
vocoder-based algorithm. The details of these spoofing algorithms can be studied
in [19].

Table 3.1: Spoofing Algorithms Implemented in the ASVSpoof-2015 Challenge
Dataset. After [19].

Subset # Utterances Vocoder Attack Type
Train Dev Eval

Genuine 3750 3497 9404 None None
S1, S2 5050 19950 36800 STRAIGHT VC
S3, S4 5050 19950 36800 STRAIGHT SS

S5 2525 9975 18400 MLSA VC
S6-S9 0 0 73600 STRAIGHT VC
S10 0 0 18400 None SS

The detailed statistics of the partitions used in the dataset are shown in Ta-
ble 3.2. The training and development sets of the ASVSpoof 2015 dataset include
utterances generated from S1 to S5 algorithms. Since the spoofed utterances gen-
erated from S1 to S5 are present in the training set as well as the development
(Dev) and evaluation (Eval) sets, they are called known attacks. In other words,
in known attacks, the training and the testing are done on the same type of utter-
ances generated from the same type of attack. On the other hand, the utterances
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generated from S6 to S10 are present only in the Eval set, and absent in the train-
ing set. Hence, they are termed as unknown attacks.

Table 3.2: Details of the ASVSpoof 2015 Dataset. After [20].

Partition # Speakers # Utterances Spoofing
TechniquesGenuine Spoof

Training 25 3750 12625 S1 to S5
Dev 35 3497 49875 S1 to S5
Eval 46 9404 184000 S1 to S10

3.2.2 ASVSpoof 2017 Challenge Dataset

The ASVSpoof 2017 challenge organized during INTERSPEECH 2017, released
the publicly available ASVSpoof 2017 dataset to develop CMs against real replay
spoofs [62]. However, there were anomalies in the dataset, such as the presence of
silence regions towards the end of the utterances. To that effect, the second version
of the dataset was released known as the ASVSpoof 2017 Version 2.0 dataset [21].
This dataset was primarily introduced for the replay SSD tasks for ASV systems.
It contains genuine utterances, and their corresponding replay spoofed speech
utterances. It is partitioned into three subsets, namely, training, Dev, and Eval
with a brief summary as shown in Table 3.3. The genuine utterances are taken

Table 3.3: Details of the ASVSpoof 2017 v2.0 dataset. After [21].

Partition # Speakers # Utterances EnvironmentsGenuine Spoof
Training 10 1508 1508 E3, E6

Dev 8 760 950 E3, E5, E6
Eval 24 1298 12008 E1-E7

from the RedDots corpus [149]. The replay utterances are generated in 61 dif-
ferent replay configurations for recording devices, playback devices, and acous-
tic environments. There are a total of 25 recording devices, 26 playback devices,
and 26 acoustic environment conditions used in this dataset, with distribution as
shown in Table 3.3. The recording devices are categorized into three categories
(namely, low, medium, and high), based on their quality and hence, on level of
threat posed on the ASV system. Furthermore, similar to the recording devices,
the playback devices are also used with varying qualities, i.e., low quality replay
devices, such as consumer grade playback devices with a small loudspeaker (i.e.,
posing low-level of threat), medium quality playback devices with larger loud-
speakers (medium threat), and professional audio playback equipment (highest
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threat). In addition, the 26 various acoustic environments contribute to the var-
ious recording and playback environments. Out of 26, 3 acoustic environments
have high ambient noise, thereby posing the least threat. These 3 acoustic envi-
ronments come from two balcony (denoted by E3) and one canteen (denoted by
E4) environments. Next, the medium-level threat is posed by 18 environments
out of which 8 are under home conditions (denoted by E5), and 10 are under office
(denoted by E6) conditions. Lastly, the highest threat is posed by an echoic room
(denoted by E1), studio (denoted by E7), and analog wire recordings (denoted by
E2). In addition, it can be observed that the replay environments posing the high-
est level of threat are included in the evaluation (Eval) set, so that the CM models
can be assessed on the difficult and unknown attacks.

3.2.3 ASVSpoof 2019 Challenge Dataset

ASVSpoof 2019 challenge organized during INTERSPEECH 2019 [22] released the
publicly available ASVSpoof 2019 challenge dataset to develop CMs against Logi-
cal Access (LA) and Physical Access (PA) attacks. LA and PA are the two spoofing
scenarios in the dataset, which consider the three major spoofing attacks, namely,
SS, VC, and replay [22]. The LA scenario has spoofed utterances from SS and VC
attacks, while the PA scenario has only replay spoofed utterances. Even though
the spoofing attacks considered in the ASVSpoof 2019 dataset are of the same type
as in the ASVSpoof 2015 and 2017 datasets, there are still important differences
as well. While the ASVSpoof 2015 uses traditional approaches of Text-to-Speech
(TTS) and VC, the ASVSpoof 2019 uses neural network-based vocoders for SS and
VC-based attacks. Furthermore, while the ASVSpoof 2017 dataset consists of real
replayed spoofing utterances, the ASVSpoof 2019 dataset contains simulated re-
play utterances under controlled acoustic conditions, which enable better analysis
of results due to the knowledge of simulation parameters to generate simulated
replay.

The genuine utterances in the ASVSpoof 2019 dataset are taken from the Voice
Cloning Toolkit (VCTK) corpus [150], which has a sampling rate of 96 kHz. For
the ASVSpoof 2019 dataset, these utterances are downsampled to 16 kHz with
a bit resolution of 16 bits per sample. Table 3.4 shows the details of the various
partitions (i.e., training, development (Dev), and evaluation (Eval) sets) of the
ASVSpoof 2019 dataset, for LA and PA scenarios, which are discussed in detail
further in this subsection.
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Table 3.4: Statistics of the ASVSpoof 2019 Challenge Dataset. After [22].

# Speakers # Utterances

Subset Male Female Logical Access (LA) Physical Access (PA)
Bonafide Spoof Bonafide Spoof

Train 8 12 2580 22800 5400 48600
Dev 8 12 2548 22296 5400 24300
Eval 30 37 7355 63882 18090 116640

3.2.3.1 Logical Access (LA)

Logical Access (LA) consists of SS and VC-based attacks. A total of 19 SS and
VC algorithms are used, denoted as A01 to A19, with details as shown in Table
3.5. Out of these, four TTS and two VC algorithms contribute to the utterances in
training and Dev sets. Therefore, the spoofed utterances in the Dev set are called
known attacks. Furthermore, the Eval set comprises spoofed utterances generated
from seven TTS and six VC algorithms, where 2 algorithms are used as known
attacks, and 11 algorithms are used as unknown attacks.

Table 3.5: Spoofing algorithms used for LA scenario. Here, ∗ indicates neural
network-based algorithm. After [22].

Algorithm Input Waveform Generator
A01 Text WaveNet∗ [151]
A02 Text WORLD [152]
A03 Text WORLD
A04 Text Waveform Concatenation
A05 Speech (Human) WORLD
A06 Speech (Human) Spectral Filtering + OLA
A07 Text WORLD
A08 Text Neural Source-Filter∗

A09 Text Vocaine
A10 Text WaveRNN∗

A11 Text Griffin-Lim
A12 Text WaveNet∗

A13 Speech (TTS) Waveform Filtering
A14 Speech (TTS) STRAIGHT
A15 Speech (TTS) WaveNet∗

A16 Text Waveform Concatenation
A17 Speech (Human) Waveform Filtering
A18 Speech (Human) MFCC Vocoder
A19 Speech (Human) Spectral Filtering + OLA
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3.2.3.2 Physical Access (PA)

The PA dataset corresponds to the replay attack scenario, wherein an attacker
records the genuine speech and replays it in the absence of the genuine speaker, in
order to fool the ASV system. The replay utterances in PA scenario are generated
using different configurations, such as the attacker-to-talker recording distance
(Da) and loudspeaker quality (Q), whose specifications are shown in Table 3.6. PA
is divided into three partitions, namely, training, Dev, and Eval, all of which are
disjoint in terms of speakers. Table 3.4 shows the statistics of each of the partitions.
The partition of the speakers is similar to that of the LA scenario.

Table 3.6: Parameter Settings for Replay Configurations in the ASVSpoof 2019
Challenge Dataset. After [23].

A B C
Da (in cm) 10-50 50-100 >100

(Q) perfect high low

3.2.4 ASVSpoof 2021 Challenge Dataset

The ASVSpoof 2021 challenge dataset was released during a satellite event of IN-
TERSPEECH 2021, with the aim to generalize CMs against LA, PA, and DeepFake
attacks. This dataset is partitioned in training, Dev, and Eval sets. Out of these,
the training and the Dev sets are the same as that of the ASVSpoof 2019 dataset.
The ASVSpoof 2021 dataset differs from the ASVSpoof 2019 dataset only in terms
of the Eval set, which is partitioned into LA and PA. For LA, the Eval set con-
sists of utterances generated by transmitting genuine utterances through a VoIP
network, which leads to the presence of coding and transmission artifacts in the
spoofed utterances. However, there is no additive noise. Furthermore, for PA, the
Eval set contains real replayed utterances, with a small proportion of simulated
replay. These factors are similar to that of ASVSpoof 2019, but are more compre-
hensive.

The ASVSpoof 2021 challenge introduced DeepFake (DF) detection as the third
category of spoofing attack, apart from LA and PA. The DF task aims to detect
compressed manipulated speech data of varying characteristics posted online.
The scenario is simulated by processing audio files from different sources, along
with various codecs used in social media. Therefore, the spoofed utterances are
processed with different lossy codecs used typically for media storage, such as
mp3 and m4a. The uncompressed data is recovered when the speech is coded and
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then decoded, which introduces distortions the speech utterance depending on
the type of codec used.

3.2.5 Biometrics: Theory, Applications, and Systems (BTAS) 2016

Dataset

This dataset was released during the IEEE International Conference on Biomet-
rics: Theory, Applications, and Systems (BTAS 2016) [24]. Given that the first
ASVSpoof 2015 challenge was focused on spoofing attacks related to only SS and
VC, the BTAS 2016 dataset was developed, which also includes real replay attack
utterances, apart from SS and VC. The replay attack utterances are generated by
playback using high quality speakers, laptop speakers, and two smartphones. On
the other hand, speech synthesis and voice converted utterances are played with
laptop speakers, are also incorporated in this dataset, with details as shown in
Table 3.7.

Table 3.7: Details of speech utterances in the BTAS 2016 database. PH1: Samsung
Galaxy S4 phone, PH2: iPhone 3GS, PH3: iPhone 6S, LP: laptop, and HQ is a
High-quality speaker. After [24].

Data Partition Training Dev Eval
Genuine 4973 4995 5576

Replay

Replay LP LP R1 700 700 800
Replay LP HQ LP R2 700 700 800

Replay PH1 LP R3 700 700 800
Replay PH2 LP R4 700 700 800

Replay PH2 PH3 R9 - - 800
Replay LP PH2 PH3 R10 - - 800

SS SS LP LP R5 490 490 560
SS LP HQ LP R6 490 490 560

VC VC LP LP R7 17400 17400 19500
VC LP HQ LP R8 17400 17400 19500

3.2.6 Realistic Replay Attack Microphone Array Speech Corpus

(ReMASC)

The ReMASC dataset was released to develop CMs for VAs [25]. In the ReMASC
dataset, 132 voice commands are used. These voice commands consists of 273
unique words for phonetic diversity. The number of speakers in the dataset are
50, out of which 22 are female speakers, and 28 are male speakers. Furthermore,
out of 50, 36 speakers are native speakers of English language, 12 are Chinese
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native speakers, and 2 are Indian speakers. Furthermore, to study the effect of
recording device in replay attack, one low quality (iPod Touch (Gen5)), and one
high quality recorder (Tascam DR-05) is used. However, it is observed that even
with Tascam DR-05, channel and background noise are unavoidable. To that ef-
fect, for additional replay source recordings, Google TTS is used, which is free
from transmission channel and background noise. For playback, 4 devices are
used: A) Sony SRSX5, B) Sony SRSX11, C) Audio Technica ATH-AD700X head-
phone, and D) iPod Touch. Moreover, an additional playback device is used in
the vehicular environment as the built-in vehicular audio system. The ReMASC
data is recorded in 4 types of environments, namely, outdoor environment, vehi-
cle environment, indoor environment-1, and indoor environment-2. The statistics
of the dataset along with corresponding environments is shown in Table 3.8.

Table 3.8: Statistics of the ReMASC Dataset w.r.t. Various Acoustic Environments.
After [25].

Environment # Subjects # Utterances
Genuine Spoof

Outdoor 12 960 6900
Vehicle 10 3920 7644

Indoor-1 23 2760 23104
Indoor-2 10 1600 7824

For this dataset, standard partition, protocols, and performance evaluation
metrics are not provided by the dataset organizers. However, in this thesis, we
have utilized the ReMASC dataset, which consists of ∼25500 of utterances that
are partitioned into three subsets, namely, training, Dev, and Eval sets. The cor-
responding statistics are shown in Table 3.9. Notably, the partition is disjoint in
terms of the speakers, and the data distribution among the environments is non-
uniform.

Table 3.9: Statistics of the Subset of the ReMASC Dataset Partitioned into Three
Subsets. After [25].

Class Training Dev Eval
Genuine 2820 924 3308

Spoof 7392 1884 9203
Total 10212 2808 12511
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3.3 Standard Corpora used For Voice Liveness Detec-

tion (VLD)

3.3.1 POp noise COrpus (POCO)

The POp noise COrpus (POCO) allows the systematic study of pop noise w.r.t.
voice liveness detection [26]. It consists of speech utterances from 66 speakers out
of which 34 are female and 32 are male speakers. Significant speakers variation
is considered w.r.t. age, English fluency, and accent. The sampling frequency of
the utterances in the dataset is 22.050 kHz and the bit rate is 24-bits. There are 3
subsets of the POCO dataset, which are described next.
Genuine utterances with microphone-A (RC-A): For this set of recordings, Audio-
Technica AT4040 microphone is used. There is only one microphone in this setting
and the distance between the microphone and the speaker is fixed as to be 10 cm,
in order to capture the pop noise along with the spoken word. The utterances in
RC-A correspond to genuine utterances, as they have pop noise.
Genuine utterances with microphone array (RC-B): This set is another set of gen-
uine utterances. However, it is captured with a microphone array comprising of
15 microphones arranged in a matrix fashion with 5× 3 arrangement, as shown
in Figure 3.1. The microphones used in this subset are Audio-Technica AT9903

Figure 3.1: The microphone array consists of 15 Audio-Techinica AT9903 micro-
phones (M1 to M15) without pop filter. Speaker’s mouth is positioned in front of
mic M7 at a distance of d cm from the mic M7.

microphones. There are three configurations in this set, each corresponding to a
fixed distance between the speaker and the microphone. The 3 distances are 5 cm,
10 cm, and 20 cm. Table 3.10 shows the distance of each microphone from the
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Table 3.10: Distance of Each Microphone from the Speaker

Mic ID Distance Calculation Distance from the Speaker
M7 d 5 cm
M8

√
52 + 12 5.1 cm

M4, M10
√

52 + 1.752 5.3 cm
M5, M11

√
52 + 2.022 5.39 cm

M9
√

52 + 22 5.39 cm
M6, M12

√
52 + 2.662 5.66 cm

M1, M13
√

52 + 3.52 6.10 cm
M2, M14

√
52 + 3.632 6.18 cm

M3, M15
√

52 + 4.022 6.42 cm

speaker, when the distance between the speaker and microphone M7 is 5 cm.
Replay utterances with microphone-A (RP-A): For this set of recordings, a sin-
gle AT4040 microphone is used with a TASCAM TM-AG1 pop filter between the
speaker and the microphone. Like the RC-A set, the distance between the speaker
and the microphone is fixed to be 10 cm. Given the use of pop filter in this case,
this set is emulated and considered to be spoofed and specifically designed for
pop noise detection. To that effect, we use additionally embedded reverberation
to adapt the replay mechanism. The details of the reverberated POCO dataset are
discussed in the next subsection.

Table 3.11: Statistics of the POCO Dataset Used in This Work. After [26].

Subset # Utterances # Speakers
Male Female

Training 6952 13 14
Dev 3432 6 7
Eval 6600 13 13

Out of the above mentioned subsets of the POCO dataset, we have used RC-A
and RP-A as live and replay utterances, respectively. The speech samples of these
2 subsets were partitioned into training, Dev, and Eval sets, with 40% of the data
as the training set, 20% of the data as Dev set, and the remaining 40% of the data
as Eval set. Speakers exclusivity is maintained across the partitions. Furthermore,
equal distribution of male and female speakers is also considered. The detailed
statistics of the partitions is shown in Table 3.11.

There are 44 words in the POCO dataset and their corresponding phonemes in
the International Phonetic Alphabet (IPA) have been mentioned in [26]. Given that
a word can have multiple phonemes within it, only the most prominent phoneme
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in the word is taken into consideration. The 44 words of the POCO dataset are
put into various phoneme classes as shown in Table 3.12.

Table 3.12: Distribution of Words w.r.t. Phoneme Category in POCO Dataset. Af-
ter [27–29].

Phoneme Type Associated words in the dataset

Plosive paw, tip, pink, open, pay, pin, sit, spider, be, kit, bird,
end, dad, steer, quick, about, tourist, bug, honest

Fricative wolf, laugh, five, funny, fat, live, shout, chair, sham,
leather, thong, busy

Whisper who, hop, you, his
Nasal arm, monkey, summer
Liquids run, gun
Affricate chip, join, exaggerate, division

3.4 Classifiers Used

In this work, binary classification is done using four types of classifiers, namely,
GMM, CNN, LCNN, and ResNet classifiers. While our primary emphasis is on
the improved performance due to the various proposed feature sets in this thesis,
we also trade it with the effect of different classifiers. The details of each of the
classifiers is explained in this subsection.

3.4.1 Gaussian Mixture Model (GMM)

GMM is a parametric model, which is represented as a weighted sum of Gaus-
sian component probability densities. Each component is nothing but a cluster
with Gaussian distribution. The probability density function (pd f ) for a univari-
ate Gaussian distribution is given by [153]:

f (x) =
1

σ
√

2π
e−

1
2

(
x−µ

σ

)2

, (3.1)

where µ and σ are the mean and standard deviation of a Gaussian distribution,
respectively. Similarly, the pd f for a multivariate Gaussian distribution is given
[153]:

f (x) =
1

|Σ|2 (2π)k/2 exp
(
−1

2
(x− µ)T

Σ−1 (x− µ)

)
, (3.2)

where x = {x1, x2, x3, ...,xk}T is a k-dimensional random vector, with mean de-
noted as µ, and covariance as Σ. Given a particular data point, it has a specific
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probability for it to be belonging to each cluster. To estimate the the likelihood
of the cluster to which that particular data point belongs, Expectation Maximiza-
tion (EM) algorithm is used [154]. The EM algorithm gives the Maximum Likeli-
hood Estimation (MLE) parameters. This estimation is done using EM algorithm,
which starts with λ (initial model) to estimate λ̄ (new model), such that P(V/λ̄)
≥ P(V/λ), where V represents a D-dimensional continuous data vector. This esti-
mated new model then becomes the initial model for estimation of the next model.
This process is repeated iteratively till it reaches a convergence threshold.

The GMM models the data of the genuine and spoofed speech from the given
training speech signals in the form of a statistical model for each class. In the
testing (evaluation) phase, the SSD system analyzes the incoming utterance and
then estimates the Log-likelihood Ratio (LLR) (expressed mathematically via eq.
(3.3)) using pre-trained GMM parameters. In particular,

LLR = log(p(X|λn))− log(p(X|λs)), (3.3)

where p(X|λn) and p(X|λs) are the likelihood scores obtained using GMM for
natural (genuine) and spoofed utterances, respectively. The obtained scores help
to classify whether the unknown sample belongs to the natural or spoofed class.

3.4.2 Convolutional Neural Network (CNN)

CNN is a neural network-based architecture, which consist of one or more con-
volutional layers followed by classification layers [3,155,156], as shown in Figure
3.2. CNNs rely on convolution operation on the input data using a filter (also
called as a kernel). The kernel is kept smaller than the size of the input and slides
over the entire input during its operation. The amount by which the kernel slides
is specified by the stride size. The convolution reduces the size of the data us-
ing the filtering done by the kernel and also reduces the computation cost of the
CNN model. In this thesis, features are extracted from the speech signal using
various signal processing methods, and fed as input to the CNN classifier. Let the
features extracted from the speech signal be denoted by X ∈ Rf x t x c, where t, f,
and c are the indices of time, frequency, and number of input channels, respec-
tively. The convolution is done using a weight matrix (i.e., kernel) W ∈ Rm x m,
which transforms the matrix into X1 ∈ R(f-m+1) x (t-m+1) x c1

, where c1 is the number
of output channels. The output of the final convolutional layer is fed to Fully-
Connected (FC) layer and the probabilistic output for classification is generated
at the output. The Rectified Linear activation Unit (ReLU) function is taken as the
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Figure 3.2: Conceptual functional block diagram of CNN. After [3].

activation function for all hidden as well as FC layers [157]. Binary cross-entropy
is taken to be the loss function and for optimization of weights, the stochastic
gradient descent method is used.

3.4.3 Light Convolutional Neural Network (LCNN)

LCNN is a modified version of CNN, which consists of CNN with a Max-Feature-
Map (MFM) activation function. MFM utilizes a competitive selection strategy,
which plays the role of efficient feature selection. It is defined as [158]:

yk
ij = max(xk

ij, xk+ N
2

ij ), where 1 ≤ i ≤ H, 1 ≤ j ≤W, 1 ≤ K ≤ N/2 (3.4)

Here, x is the input feature vector of size H ×W × N, and y is the output fea-
ture vector of size H ×W × N/2. Furthermore, i and j are indices for frequency
and time-domain, respectively, and the value of k indicates channel index. MFM
suppresses low activation neurons in each layer, and is an alternative to the ReLU
activation function. Therefore, it can be considered as a special case of the maxout
activation function, which separates noisy data from the rest of the data.

3.4.4 Residual Neural Network (ResNet)

Another deep neural network-based architecture used is ResNet [159]. It inte-
grates the high/mid/low-level features to get the benefit of deeper architectures.
DNNs undergo the problem of vanishing/exploding gradients and hence, are un-
able to learn fine high-level features efficiently. ResNets on the other hand, alle-
viate this issue by utilizing identity mapping, which allows to stack more layers
without introducing the vanishing/exploding gradients and permits the possi-
bility of smooth convergence [159]. As a result, more layers in the architecture
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enable one to learn the high-level features efficiently. The ResNet architecture
consists of residual layers, followed by FC layers, as shown in Figure 3.3. Here,
each residual layer is designed using convolutional layers and ReLU as an activa-
tion function. In this thesis, ResNets are used as one of the classifiers due to their
success for the SSD task during the ASVSpoof 2019 and ASVSpoof 2021 challenge
campaigns [160–165].

Figure 3.3: Conceptual functional block diagram of ResNet. After [3].

3.5 Performance Metrics Used

The performance metrics used in this work are % Equal Error Rate (EER) and %
classification accuracy. As discussed in the subsection 3.4.1, the LLR scores are
estimated for testing data using a pre-trained GMM. The LLR scores are used to
compute False Rejection Ratio (FRR) and False Acceptance Ratio (FAR). Hence,
EER is the point where FRR equals to FAR. Hence, the % EER is given by:

%EER =
FAR + FRR

2
× 100. (3.5)

For the calculation of % classification accuracy, the first step is to use a clas-
sification model, which makes a prediction of class labels for each sample of the
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testing dataset. The predicted labels are then compared with actual labels of test-
ing data. The % classification accuracy is then calculated based on the correct
prediction of the classification model. The prediction of labels by the classifica-
tion model is divided into four parts, namely, True Positive (TP), False Positive
(FP), True Negative (TN), and False Negative (FN). The % classification accuracy
is calculated from these four parts as [166]:

% Classification Accuracy =
TP + TN

TP + TN + FP + FN
× 100%. (3.6)

3.6 Score-Level Data Fusion

The score-level data fusion technique is used on LLR scores, which is evaluated
from multiple SSD systems. Score-level fusion enables capturing of the possible
complementary information from different SSD systems. The calculation of score-
level fusion for two feature sets using linear weighted sum is given by:

LLR f used = αi · LLR f eature1 + (1− αi) · LLR f eature2, (3.7)

where LLR f eature1 and LLR f eature2 are the LLR scores calculated from the feature
set-1 (SSD system 1) and feature set-2 (SSD system 2), respectively. The fusion
parameter αi and (1 − αi) ∈ (0, 1) show the contribution of the individual SSD
systems during score-level fusion.

3.7 Chapter Summary

This chapter presented the details of the key components involved in the exper-
imental setup used in this thesis work. It includes brief discussions on speech
corpora, classifiers, performance metrics, and score-level data fusion techniques.
The corpora used are divided into two categories - for spoof detection, and for
liveness detection. The details pertaining to the data collection, and statistics of
the partitions used are given in this chapter. Furthermore, discussions pertaining
to the classifiers, evaluation metrics, and data fusion techniques are also included.
In the subsequent chapters, several proposed feature sets are discussed w.r.t. the
problem of spoof and liveness detection of speech. To that effect, the experimental
setup, which is required to validate the performance of the proposed feature sets
can be referred from Chapter 3. In subsequent chapters, several proposed feature
sets are discussed w.r.t. replay SSD, and VLD task. To that effect, the next Chapter
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presents the discussion and results pertaining to replay SSD.
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CHAPTER 4

Features for Replay Spoofed Speech Detection

4.1 Introduction

This Chapter 1 discusses the proposed handcrafted features for the replay SSD
task. To that effect, the CFCCIF-QESA feature set is predominantly discussed
in this chapter, followed by some additional features, namely, Linear Frequency
Residual Cepstral Coefficients (LFRCC) and u-vector, as shown in Figure 4.1. The
proposed CFCCIF-QESA feature set is evaluated for the replay SSD task on ASV
systems as well as VAs. For ASV systems, experimental results w.r.t. ASVSpoof
2017 V2.0, ASVSpoof 2019 PA, and BTAS are presented in this chapter, where
the replay attack scenario in all these datasets is a 1-point replay (1PR). In addi-

1This Chapter is based on the following publications:

• Priyanka Gupta, Piyushkumar K. Chodingala, and Hemant A. Patil, "Replay Spoof Detec-
tion Using Energy Separation Based Instantaneous Frequency Estimation from Quadrature
and In-Phase Components", in Computer, Speech & Language, Elsevier, vol. 77 (2023), pp.
101423.

• Priyanka Gupta, Piyushkumar K. Chodingala, and Hemant A. Patil, "Significance of
Quadrature and In-Phase Components for Synthetic Spoofed Speech Detection", in Asia-
Pacific Signal and Information Processing Association Annual Summit and Conference
(APSIPA ASC), Chiang Mai, Thailand, pp. 1252-1258, Nov. 07-10, 2022.

• Priyanka Gupta, Piyushkumar K. Chodingala and Hemant A. Patil "Energy Separation
Based Instantaneous Frequency Estimation from Quadrature and In-Phase Components
for Replay Spoof Detection", in 30th European Signal Processing Conference (EUSIPCO),
Belgrade, Serbia, pp. 369-373, 29 Aug. -02 Sep., 2022.

• Priyanka Gupta, Piyushkumar K. Chodingala and Hemant A. Patil "Relevance of Quadra-
ture Phase For Replay Detection in Voice Assistants (VAs)" submitted in 31st European Sig-
nal Processing Conference (EUSIPCO), Helsinki, Finland, Sep. 04-08, 2023.

• Priyanka Gupta, and Hemant A. Patil "Linear Frequency Residual Cepstral Features for
Replay Spoof Detection on ASVSpoof 2019", in 30th European Signal Processing Conference
(EUSIPCO), Belgrade, Serbia, pp. 349-353, 29 Aug. -02 Sep., 2022.

• Hemant A. Patil, Rajul Acharya, Ankur T, Patil, and Priyanka Gupta, "Non-Cepstral Un-
certainty Vector for Replay Spoofed Speech Detection", in 30th European Signal Processing
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Figure 4.1: Flowchart of the contents of this Chapter w.r.t. the proposed features
for the replay SSD task.

tion, the 2-point replay (2PR) scenario is considered by performing cross-dataset
experiments using the VSDC dataset. Furthermore, for the sake of completeness,
experiments pertaining to the ASVSpoof 2015 dataset are also presented. For VAs,
experimental results w.r.t. the ReMASC dataset are presented. The design of the
CFCCIF-QESA feature set is explained with a detailed discussion of the various
approaches used to estimate Instantaneous Frequency (IF), which is followed by
the importance and justification of the choice of quadrature phase (90◦) compo-
nent along with in-phase component by Mutual Information (MI)-based analysis.
The incorporation of the quadrature phase enables capturing additional informa-
tion in the signal, which further improves the performance of the SSD system. In
addition to this, a detailed discussion on the difficulties associated with IF is also
presented w.r.t. elimination of a few difficulties using the proposed Quadrature-
based ESA (QESA) method.

Further, two more feature sets are proposed for the replay SSD task, namely,
Optimized Linear Frequency Residual Cepstral Coefficients (LFRCC), and the un-
certainty vector (u-vector). In this work, the existing LFRCC feature set is op-
timized w.r.t. the order of the linear predictor. The development of u-vector is
based on the quantification of uncertainty in the form of Time-Bandwidth Prod-
uct (TBP), which results from the Heisenberg’s uncertainty principle in signal pro-
cessing framework (details given in Appendix E).

46



4.2 CFCCIF-QESA

4.2.1 Motivation for CFCCIF-QESA

As also discussed briefly by the timeline depicting the development of CFCCIF-
QESA in Chapter 2, for the SSD task, in [70], an Auditory Transform (AT)-based
Cochlear Filter Cepstral Coefficients-based Instantaneous Frequency (CFCCIF)
feature set was proposed. It was based on a cochlear filter and IF-based infor-
mation. To that effect, IF is estimated conventionally from the analytic phase de-
rived via the Hilbert transform (HT) of the underlying real signal [78]. However,
estimating IF from this approach is computationally expensive. Moreover, the
resolution of HT in time-domain is poor, as it requires a block (frame) of speech
data [167]. To address this issue, the CFCCIF-ESA feature set was proposed [79],
which uses the Teager Energy Operator (TEO)-based Energy Separation Algo-
rithm (ESA) [168] to estimate IF with high time resolution for the replay SSD
task [169]. Due to the use of TEO in the estimation of IF, CFCCIF-ESA utilizes
only the amplitude information of the signal for replay SSD. Moreover, due to the
absence of HT, it does not contain the quadrature-phase component of the sig-
nal. Therefore, in order to incorporate both the advantages, i.e., the excellent time
resolution of TEO and having quadrature-phase component via HT, we propose
the CFCCIF-QESA feature set. Here, the term QESA represents Quadrature-based
ESA. Furthermore, QESA is based on the extended definition of TEO for complex-
valued signals. This extended definition of TEO is exploited for the first time for
the SSD task.

4.2.2 Estimation of Instantaneous Frequency (IF)

4.2.2.1 IF Estimation Using Analytic Signal

The IF of a real signal is defined as the time derivative of the unwrapped phase
of the analytic signal, whose Fourier transform is zero for negative frequencies
[84,144] (details given in Appendix A). The analytic signal xa(t) corresponding to
a real signal x(t) is given by:

xa(t) = x(t) + jx̂(t), (4.1)
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where x̂(t) is the Hilbert transform of x(t). The corresponding analytic (or instan-
taneous) phase ϕ(t) and IF are given by:

ϕ(t) = arctan
(

x̂(t)
x(t)

)
, (4.2)

IF =
d(ϕ(t))

dt
. (4.3)

The use of arctangent function in eq. (4.2) creates a signal processing artifact
(due to the periodicity property of arctan) called as phase wrapping, thereby cre-
ating discontinuities in the phase function, ϕ(t). Due to this discontinuity, the
IF cannot be derived directly from ϕ(t) using eq. (4.3) without the computation-
ally complex task of phase unwrapping [170]. It should be noted that there is no
unique definition of IF for a signal, rather there are several difficulties associated
with it (to be discussed shortly in subsection 4.2.3.5).

4.2.2.2 IF Estimation Using ESA

The TEO Ψ{.} of a continuous-time real signal x(t) is defined as [171]:

Ψ{x(t)} = [ẋ(t)]2 − x(t)ẍ(t), (4.4)

where ẋ(t) denotes the first-order derivative of x(t), and ẍ(t) denotes the second-
order derivative of x(t) w.r.t. time t. Furthermore, for a discrete-time signal x[n],
the TEO is defined mathematically approximating the derivative operation in eq.
(4.4) [171]. In particular,

Ψ{x[n]} = x2[n]− x[n− 1]x[n + 1]. (4.5)

TEO tracks rapid energy (or its running estimate) of the speech signal within a
glottal cycle with excellent time resolution, requiring only three consecutive sam-
ples [169, 171]. Moreover, the TEO enables estimation of the Amplitude Modula-
tion (AM) and Frequency Modulation (FM) components of a speech signal, by the
well known ESA, which is briefly described next.

The time-varying amplitude and frequency behaviour in a speech signal is
modelled as an AM-FM signal [172] (details given in Appendix C). In particular,

x[n] = a[n]cos[ϕ[n]],

= a[n]cos
[

ωcn + ωm

∫ n

0
q(m)d(m) + θ

]
,

(4.6)
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where the maximum deviation in frequency is |q[n]| ≤ 1, ωm ∈ [0, ωc], a(n) is in-
stantaneous amplitude, and θ is the constant offset. The instantaneous frequency
ω[n] is given by [10]:

ω[n] =
d

dn
ϕ[n] = ωc + ωmq[n], (4.7)

where ωc is the carrier frequency. Furthermore, TEO applied on AM-FM signals
(such as shown in eq. (4.6)), approximately estimates the product of instantaneous
amplitude and instantaneous frequency [172, 173]. In particular,

Ψ
[

a[n]cos
[∫ n

0
Ω[m]dm + θ

]]
≈ a2[n]sin2(ω[n]) = a2[n].ω2[n], (4.8)

where sin2(ω[n]) ≈ ω2[n], for ω << ωc. Thus, it can be observed that both a[n]
and w[n] contribute to the running estimate of energy of AM-FM signal repre-
senting Simple Harmonic Motion (SHM) [167]. Hence, the following expressions
for a[n] and ω[n] are called as Energy Separation Algorithm (ESA) (detailed proof
given in Appendix D) [167]:

a[n] ≈ 2Ψ(x[n])√
Ψ(x[n + 1]− x[n− 1])

, (4.9)

ω[n] ≈ arcsin

(√
Ψ(x[n + 1]− x[n− 1])

4Ψ(x[n])

)
. (4.10)

4.2.3 Proposed CFCCIF-QESA Feature Set

This Section shows the analysis and significance of considering the quadrature
phase component, which leads to the proposed Quadrature-based ESA (QESA).
To that effect, the feature extraction procedure for CFCCIF-QESA is shown in de-
tail in this Section.

4.2.3.1 Optimal Relative Phase using MI

So far, most of the signal processing-based features have been extracted from
the magnitude spectrum of the speech signal. However, the phase characteris-
tics can also be useful for various applications [139–142]. The information cap-
tured by the phase has not been explored as much as magnitude-based infor-
mation in the literature [143]. Furthermore, even though phase unwrapping can
be avoided by invoking the differentiation property of the Fourier transform (as
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shown in [174]), the Fourier transform-based IF estimation fails to explain the IF
paradox: “If we have a line spectrum consisting of only a few sharp frequencies,
then IF may be continuous and range over an infinite number of values (Chap-
ter 2, pp. 40 [144])". Furthermore, the Fourier transform works on the assumption
that each component has a constant frequency at all times. However, in the case of
non-stationary signals, such as a speech signal, the frequency is always changing,
and frequency is even modulating within a pitch period because nonlinear energy
modulations take place due to non-linearities in the natural speech production
mechanism [175]. Therefore, we cannot depend on the traditional Fourier-based
methods, which requires the restriction of the signal being stationary within a pe-
riod.

Hence, we propose an information-theoretic approach to capture optimal rela-
tive phase-based information, without estimating phase explicitly. In particular,
we exploit the information captured by a signal and its corresponding phase-
shifted version. In this context, we employ Mutual Information (MI) as an infor-
mation theoretic metric to estimate the amount of information between the signal
and its corresponding phase-shifted signal. MI analysis is based on information
theory (a pivotal work by Shannon [176]), which allows for both the assessment of
information quantity within a signal and relationship between different signals.
MI of two signals is a measure of dependence of the signals on each other, i.e.,
a measure of how much information the two signals share [177]. It tells us how
much uncertainty about a signal is reduced if we know the other signal. For exam-
ple, the MI is zero for the case of two signals which are independent, i.e., knowing
one of them does not give information about the other signal. Mathematically,
MI is estimated as [178]:

I(X; Y) = h(X)− h(X|Y). (4.11)

Using the joint and marginal probability density functions (pd f s) of X and Y, the
MI can be also expressed as:

I(X; Y) =
∫ ∫

fXY(x, y) log2

(
fXY(x, y)

fX(x) fY(y)

)
dydx. (4.12)

Given that the speech signal is modelled mathematically as the sum of several
AM-FM signals, we consider AM-FM signal x[n] as [10, 167]:

x[n] = [1 + 0.5cos [60πn]]cos
[
[2π fcn] + 4sin

[
[2π fcn] +

(π

4

)]]
. (4.13)
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Figure 4.2: (a) AM-FM signal, and (b) MI between AM-FM signal and its phase-
shifted version.

Figure 4.3: (a) Cosine signal, and (b) MI between cosine signal and its phase-
shifted version.

We have estimated the MI between x[n] and its phase-shifted versions in order
to observe the optimum relative phase value. The MI between two time-domain
signals is estimated using the Algorithm 1. This algorithm assumes the two input
signals X and Y are of equal lengths n. MI is estimated by estimating probabilities
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and joint probabilities from histograms of the two signals, using the eq. (4.14).

I(X; Y) = h(X) + h(Y)− h(X, Y). (4.14)

For constructing the histograms, bin width is selected using the Freedman-Diaconis
rule [179], i.e., bin_width = 2 IQR(X)

3√n
, where IQR(X) is the interquartile range of

X.

Algorithm 1 MI Estimation of Two Signals X and Y.

1: procedure MI(X, Y) ▷ X and Y are speech signals of equal lengths
2: Bin_width1 = 2 IQR(X)

3√n
▷ IQR(X) means the inter-quartile range of X

3: Bin_width2 = 2 IQR(Y)
3√n

4: avg_bins = average(Bin_width1, Bin_width2)
5: Generate histograms of X and Y using avg_bins
6: Convert histograms to probability values to get h(X) and h(Y)
7: Compute joint probability
8: Estimate MI using eq. (4.14)
9: end procedure

Figure 4.2 (a) shows the AM-FM signal, x[n] modelled by eq. (4.13) and sam-
pling frequency, Fs = 16 kHz to generate the corresponding discrete-time signal
x[n]. This signal is phase-shifted by various angles. MI is estimated between
the original AM-FM signal x[n] as shown in eq. (4.13) and its phase-shifted ver-
sions. From the MI obtained (shown in Figure 4.2(b)), it can be seen that MI is rel-
atively least (indicating more complementary information), when the optimum
phase difference is π/2. In addition, for a signal x(t), the Fourier transform is
computed as [84]:

F{x(t)} =
∫ ∞

−∞
x(t)e−jωtdt,

∴ X(ω) =
∫ ∞

−∞
x(t) cos(ωt)dt− j

∫ ∞

−∞
x(t) sin(ωt)dt,

(4.15)

∴ X(ω) = XR(ω) + jXI(ω), (4.16)

∴ ∡X(ω) = tan−1
(

XI(ω)

XR(ω)

)
. (4.17)

From eq. (4.17), it can be observed that the Fourier transform phase ∡X(ω) is
always zero for XI(ω) = 0 and therefore, if we do not use π/2-shifted version
of cos(ωt) (i.e., sin(ωt)) as an additional basis function in Fourier transform. In
this regard, Figure 4.3 (a) shows the cosine signal and Figure 4.3 (b) shows the
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MI obtained between the cosine and its phase-shifted versions. Notably, for the
cosine signal as well, MI is observed to be minimum at π/2 phase shift in cos(ωt)
(i.e., sin(ωt)) indicating significance of cos(ωt) (i.e., in-phase) and its quadrature
component (i.e., sin(ωt)) in the original definition of the Fourier transform.

To that effect, considering phase-shift as π/2, we propose an improved rel-
ative phase-based CFCCIF-ESA feature set. To incorporate the phase of π/2,
the quadrature component of the speech signal x[n] is estimated using Hilbert
transform-based complex-valued analytic signal, z[n]. Consequently, TEO for
complex-valued signals is used for estimating the signal’s energy, and subse-
quently its IF.

4.2.3.2 Incorporation of Quadrature-Phase Component

MI-based analysis in the previous subsection showed that inclusion of the π/2
phase gives us additional and complementary information about the signal. In
this subsection, we give the description of incorporation of a quadrature-phase
component in a bandpass signal. This proposal is shown via a functional block
diagram in Figure 4.4.

Figure 4.4: Functional block diagram for incorporation of quadrature-phase com-
ponent. After [4].

The output of each of the subband filters in the cochlear filterbank (used in the
proposed CFCCIF-QESA feature set, to be discussed in subsection 4.2.3.6) is a real
bandpass signal, xRi [n] with a cut-off frequency, ωc [180]. In particular,

xRi [n] = Ai cos[ωcn + ϕ[n]], (4.18)

where Ai is the amplitude for the ith subband signal. To represent a bandpass
signal in complex form, its imaginary part can be represented as:

xIi [n] = Ai sin[ωcn + ϕ[n]]. (4.19)

It can be observed that eq. (4.18) and eq. (4.19) are in quadrature-phase with
each other. In the other words, the Hilbert transform of eq. (4.18) leads us to eq.
(4.19). We can say that xRi [n] and xIi [n] together represent the time-domain repre-
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sentation of the complex bandpass signal. This complex (analytic) representation
is known to be a convenient representation of a bandpass signal (Chapter 10, pp.
683-686, [180]). In particular,

xai [n] = xRi [n] + jx̂Ii [n], (4.20)

where x̂Ii [n]=Hilbert{xRi [n]}.

xai [n] = Ai[cos[wcn + ϕ[n]] + jsin[wcn + ϕ[n]]],

xai [n] = Aiej[wcn+ϕ[n]].
(4.21)

Thus, we can see that xai [n] is an analytic signal corresponding to a bandpass
signal, xRi [n].

4.2.3.3 TEO for Complex-Valued Signal

The TEO ΨC{.} for a complex-valued signal x(t) is given by [181]:

ΨC{x(t)} = ẋ(t)ẋ∗(t)− 1
2
[ẍ(t)x∗(t) + x(t)ẍ∗(t)], (4.22)

where ∗ denotes complex conjugate operation. When x(t) is real, then the eq.(4.22)
reduces to the eq.(4.4), i.e., TEO for a real signal. Furthermore, the complex-
valued signal, x(t), can be written in the form of its real and imaginary parts,
i.e., x(t)=xR(t)+jxI(t). Here, by applying TEO on x(t), we get,

ΨC{x(t)} = ΨC[xR(t) + jxI(t)],

= ẋR
2(t) + ẋI

2(t)− xR(t)ẍR(t)− xI(t)ẍI(t),

ΨC{x(t)} = [ẋR
2(t)− xR(t)ẍR(t)] + [ẋI

2(t)− xI(t)ẍI(t)].

(4.23)

Hence, the sum of Teager energies of its real and imaginary parts gives the TEO
for the complex-valued signal, i.e.,

ΨC[x(t)] = ΨR[xR(t)] + ΨR[xI(t)], (4.24)

where ΨR{.} is TEO for real-valued signal xR(t), and can be written as:

ΨR{xR(t)} = ẋR
2(t)− xR(t)ẍR(t). (4.25)

It should be noted from eq. (4.4) and eq. (4.25) that Ψ{.}=ΨR{.}.
Furthermore, considering the eq. (4.22), the term ẋ(t)ẋ∗(t) will be always real
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as it is the product of complex variable ẋ and its conjugate. Now, considering the
term [ẍ(t)x∗(t) + x(t)ẍ∗(t)] in the eq. (4.22), let ẍ(t) be denoted as the complex
number z1 = x1 + jx2, and x(t) be denoted as z2 = y1 + jy2. Therefore,

[ẍ(t)x∗(t) + x(t)ẍ∗(t)] = [z1z∗2 + z2z∗1 ]

= (x1 + jx2)(y1 − jy2) + (y1 + jy2)(x1 − jx2)

= [x1y1 + j(x2y1 − x1y2) + x2y2] + [x1y1 + j(x1y2 − x2y1) + x2y2]

= 2(x1y1 + x2y2) ∈ R

(4.26)

Therefore, the extended definition of TEO for complex-valued signals gives real-
valued output always.

4.2.3.4 Proposed Quadrature ESA (QESA)

For the ith subband signal xRi [n] shown in Figure 4.4, IF using ESA is given by
[167]:

ωi[n] = cos−1

[
1−

Ψ
{

xRi [n]− xRi [n− 1]
}

2Ψ{xRi [n]}

]
. (4.27)

In order to incorporate the effect of quadrature phase for the ith subband signal,
xRi [n] is replaced by its analytic signal, xai [n] using Hilbert transform as shown in
Figure 4.4. The IF in eq. (4.27) is written as:

ωi[n] = cos−1
[

1− ΨC {xai [n]− xai [n− 1]}
2ΨC{xai[n]}

]
, (4.28)

where ΨC{·} is defined as in eq. (4.22). Using eq. (4.20), in eq. (4.28), we get,

ωi[n] = cos−1

[
1−

Ψ
{(

xRi [n]− xRi [n− 1]
)
+ j (x̂ai [n]− x̂ai [n− 1])

}
2Ψ
{

xRi [n] + jx̂ai [n]
} ]

, (4.29)

where x̂i[n] represents the Hilbert transform of xi[n]. Now, using the TEO for
complex-valued signals, the eq. (4.29) becomes

ωi[n] = cos−1

[
1−

Ψ
{

xRi [n]− xRi [n− 1]
}
+ Ψ {x̂ai [n]− x̂ai [n− 1]}

2
[
Ψ
{

xRi [n]
}
+ Ψ {x̂ai [n]}

] ]
. (4.30)

Finally, eq.(4.30) gives us the IF of a complex-valued signal corresponding to ith

subband signal, xRi [n].
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4.2.3.5 Alleviation of Some of the difficulties Associated With IF

With respect to time-frequency analysis literature, IF estimation involves 5 diffi-
culties [144], we believe that out of which 2 difficulties are eliminated if the pro-
posed methodology of IF estimation is used. In particular,

1. “IF may be continuous and range over an infinite number of values if there is
a line spectrum consisting of only a few sharp frequencies. This means that
IF can give frequency values that are not even one of the discrete spectral
lines (Chapter 2, pp. 40, [144])."

This happens because IF estimation methods consider the harmonic distor-
tions as continuous intrawave frequency modulations. However, Fourier-
based approaches treat the frequency spectral content as discrete harmonic
spectral lines. Since TEO (used in ESA for IF estimation) does not use any
Fourier-based methods, this paradox is eliminated.

2. “Since IF is instantaneous, the behavior of the signal in the past and future
should not be needed. IF gives us the frequencies present in a signal at a
particular instant of time. However, to estimate IF using the derivative of
the phase of the analytic signal, we have to know the signal for all the times
(Chapter 2, pp. 40, [144]).

Given that only 3 consecutive samples are needed to estimate the energy of
the signal, TEO is a nearly instantaneous operator in the time domain. To that
effect, IF estimation using the ESA requires only 5 consecutive samples of
the signal [10]. Therefore, this paradox is alleviated to a certain extent.

3. For a band-limited signal, the IF may go outside the frequency band under
consideration.

4. IF may not be even one of the frequencies in the spectrum.

If IF is an indication of the frequencies that exist at each instant of time, then
how can it not exist in the frequency spectrum?

5. The IF may be negative for negative frequencies even though the spectrum
of the analytic signal is zero for negative frequencies (i.e., it is causal in the
frequency-domain, details given in Appendix A).

It can be observed that the proposed QESA approach of IF estimation alleviates
the first two difficulties associated with IF estimation. To the best of our knowl-
edge and belief, understanding how the proposed QESA alleviates the remaining
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three difficulties remains an open research question. To that effect, it should be
noted that even the original definition of IF estimation, i.e., IF = dϕ(t)/dt has its
own difficulties and which is why there is no unique definition of time-frequency
energy density and hence, this topic is difficult and challenging (Chapter 4, pp.
67, [84]).

4.2.3.6 CFCCIF-QESA Feature Extraction

In this subsection, we discuss the computational details of the proposed CFCCIF-
QESA feature set, including the selection of optimal relative phase, the extended
definition of TEO for complex-valued signals, the proposed QESA, and mathe-
matical modelling of the human ear with auditory transform, Basilar Membrane
(BM), hair cell representation, and the Nerve Spike Density (NSD).

Figure 4.5: Functional block diagram of the proposed CFCCIF-QESA feature set,
along with the conventional CFCCIF and CFCCIF-ESA feature sets. The analytic
signal in the dotted box is generated w.r.t. procedure shown in Figure 4.4.

The human ear anatomy comprises three main regions, namely, the outer ear,
the middle ear, and the inner ear. The visible part of the ear is called as pinna,
which belongs to the outer ear region. It captures and leads (funnels) the frontal
sound waves into the middle ear, which converts acoustic energy of the input
sound wave from the outer ear to mechanical energy via the three tiny bones.
The fluid in the cochlea is set into motion by the last bone in the ear called as
stapes. Movement of the stapes puts the fluid inside the cochlea in motion, which
further creates traveling waves in the Basilar Membrane (BM). The impulse re-
sponse of the BM in the cochlea can be represented by a mother wavelet function
ψ(t) ∈ L2(R) (i.e., Hilbert space of finite energy signals) [84]. The Auditory Trans-
form (AT) models a time-domain speech signal in the cochlea to a set of subband
outputs. The AT Wx(a, b), of a real signal x(t) w.r.t. a cochlear filter ψ(t), repre-
sents the impulse response of the BM in the cochlear region of the human ear [80].
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It is given by [80]:

Wx(a, b) = ⟨x(t), ψa,b(t)⟩,

=
∫ +∞

−∞
x(t)ψ∗a,b(t)dt,

=
∫ +∞

−∞
x(t)

1√
a

ψ∗
(

t− b
a

)
dt,

(4.31)

where ∗ and < . > denote complex conjugate and inner product operation, re-
spectively. Furthermore, a and b are called as the scaling and translation parame-
ters, and take real values, a ∈ R+ and b ∈ R. The scaling parameter a is respon-
sible for the dilation and compressing of the mother wavelet function, ψ(t), i.e.,
it is responsible for the shift in the center frequencies of the subband filters in the
cochlear filterbank, resulting in decomposed subband signals. The value of a is
given by [80, 81]:

a =
fL

fc
, (4.32)

where fL and fc are the lowest and center frequencies of the subband filters in
the cochlear filterbank. Thus, a is in the range 0 < a < 1 when we compress
ψa,b(t) along the time-axis, whereas a > 1 when we expand ψa,b(t). The frequency
distribution in the cochlear filterbank can be linear or nonlinear scales, such as
Bark, Mel or log [80, 81]. In this work, we have used linear frequency scale for
frequency distribution. The translation parameter b is responsible for time shift of
ψ(t). The factor 1√

a in eq. (4.31) ensures that the mother wavelet, and its translated
and scaled baby wavelets have equal energies, i.e., ||ψ(t)||2= ||ψa,b(t)||2=1 [84].
For the AT, the choice of ψ(t) representing the impulse response of cochlear filters
is given by:

ψa,b(t) =
1√
a

(
t− b

a

)α

e−2π fLβ( t−b
a ) × cos

(
2π fL

(
t− b

a

)
+ θ

)
u(t−b), (4.33)

where α > 0, β > 0, u(t) is unit-step function. The value of θ should be
selected such that

∫ +∞
−∞ ψ(t)dt = 0, which represents the weak wavelet admissi-

bility condition in the time-domain [84]. In the original study reported in [81],
α was chosen to be 3; however, in our study, we found that its optimal value is
database-dependent (to be discussed in subsection 4.2.5.8). Similar observations
were found for optimization of a parameter β, which controls bandwidth, i.e.,
quality factor of the cochlear filter [80, 81].

Due to the mechanical movements of the BM, the hair cells are displaced in one
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direction, thereby causing neural activities. The neural excitation stops if the hair
cell displacement is in the opposite direction. To that effect, this motion of hair
cells is expressed mathematically as [81]:

H(a, b) = Wx(a, b)2; ∀Wx(a, b) ∈ L2(R2), (4.34)

where Wx(a, b) is the filterbank output. Furthermore, the output of the hair cell for
each subband is converted to a Nerve Spike Density (NSD) count. It is computed
by enframing and estimating the average within each frame of length 20 ms with
a frame shift of 8 ms (i.e., for the ith subband), and the jth frame number. In
particular, NSD is given by:

NSD(i, j) =
1
l

n+l−1

∑
b=n

H(i, b), n = 1, N, 2N, ...; ∀i, j, (4.35)

where the l denotes the frame length, b is the sample number, and the frame du-
ration is denoted by N. Furthermore, the scales of loudness function are applied
on the NSD output [81]. Finally, in order to decorrelate the features, reduce the di-
mension of the feature vectors, and compaction of energy, Discrete Cosine Trans-
form (DCT) is applied to generate the feature vector.

Algorithm 2 CFCCIF-QESA Feature Vector Extraction.

1: procedure CFCCIF-QESA(x[n]) ▷ x[n] is the speech signal
2: for i=1:Q do ▷ where Q is number of filters
3: f [n]← AT(x[n],a[i],b = 0) ▷ AT is the Auditory Transform

computed using eq. (4.31)
4: fz[n] = f [n] + j.HT{ f [n]} ▷ Using eq. 4.24
5: Er[n]← TEO{real( fz[n])}
6: Ei[n]← TEO{imag( fz[n])}
7: ψ{ fz[n]} = Er[n] + Ei[n] ▷ Extended definition of TEO

8: IF ← Cos−1
[

1−ψ{ fz[n]− fz[n−1]}
2ψ{ fz[n]}

]
9: c← Hair Cell Representation (f[n]) ▷ Using eq. (4.34)

10: d← NSD (c) ▷ Using eq. (4.35)
11: v← d + IF
12: end for
13: f eat← log(DCT(v))
14: end procedure

Proposed
QESA

Algorithm
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Figure 4.6: Spectrographic representation of the genuine vs. spoofed speech.
Panel I and Panel II represent the spectrographic representation of CFCCIF-ESA
and CFCCIF-QESA, respectively. Here, (a) genuine speech signal, and (b) corre-
sponding spoofed (replay) speech signal.

Figure 4.7: Panel I and Panel II represent the analysis of waterfall plots for
CFCCIF-ESA and CFCCIF-QESA, respectively, for the same utterances used in
Figure 4.6. Here, (a) and (b) represent the waterfall plots for genuine speech sig-
nal, and (c) and (d) represent the waterfall plots for spoofed speech signal.
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4.2.3.7 Spectrographic Analysis of CFCCIF-ESA vs. CFCCIF-QESA

To analyze the effectiveness of the CFCCIF-QESA feature set as compared to the
CFCCIF-ESA feature set, we observe the spectrograms of both the feature sets for
the same speech utterance, which is shown in Figure 4.6. Here, the spectrogram of
a feature set represents the Energy Spectral Density (ESD) in the time-frequency
plane for that feature set. However, this spectral representation is obtained before
the DCT operation during the feature extraction. In Figure 4.6, Panel I and Panel II
show the ESD for CFCCIF-ESA and CFCCIF-QESA, respectively. Figure 4.6(a) and
Figure 4.6(b) represent a genuine speech utterance and corresponding spoofed
(replay) speech utterance, respectively. It can be observed from Figure 4.6 that
in the higher frequency region, the resolution of the CFCCIF-QESA feature set is
high for both genuine and spoofed as compared to the CFCCIF-ESA feature set.
It is highlighted in Figure 4.6 by curved rectangle boxes. Furthermore, the oval
boxes show the difference in ESD of genuine vs. spoofed speech, for the CFCCIF-
QESA feature set. Thus, we believe that due to the presence of the quadrature-
phase component, the CFCCIF-QESA feature set captures more dominant spectral
energy density as compared to the CFCCIF-ESA feature set, because all the other
parameters and conditions for both the feature sets are kept identical.

Figure 4.7 shows the waterfall plots for the CFCCIF-ESA and CFCCIF-QESA
feature sets in three dimensions (for the same utterances used in Figure 4.6), demon-
strating the competence of the CFCCIF-QESA feature set against CFCCIF-ESA
for replay SSD. Panel-I corresponds to CFCCIF-ESA and Panel-II corresponds to
CFCCIF-QESA. The waterfall plot enables us to observe the density of bumpy
structures of ESD. Comparing Panel-I with Panel-II, it can be observed that CFCCIF-
QESA has the capability to capture information more efficiently as compared to
the CFCCIF-ESA.

4.2.4 Setup

• Datasets Used: The datasets used for the experiments shown in subsection
4.2.5 are ASVSpoof 2015, ASVSpoof 2017 v2.0, ASVSpoof 2019 PA, VSDC,
BTAS 2016, and ReMASC. The details of each of these datasets is given in
subsection 3.3 of Chapter 3.

• Classifiers Used:

– CNN: In this work, the input feature size for CNN is taken to be 30×
400. Since the raw waveform can have varying duration, the input size

61



is fixed by padding the input with its initial samples till its size becomes
30× 400. The CNN architecture used consists of five convolutional lay-
ers (Conv1, Conv2, Conv3, Conv4, and Conv5) followed by two fully-
connected layers (FC1 and FC2). Here, in the first two convolutional
layers, the data is convolved using a kernel size of 5× 5 with a stride of
1 and padding of 2. Furthermore, in the remaining three convolutional
layers, the kernel is used of size 3× 3 with the stride and padding of
1. Here, after every convolutional layer, max-pool layer is used, having
kernel of size 2× 2 with a stride of 2, in order to reduce the size of data
and also to reduce the computation cost of CNN model. After extrac-
tion of features from convolutional layers, the output of Conv5 is fed
to the FC1 layer and the probabilistic output for classification is taken
from FC2. The Rectified Linear activation Unit (ReLU) function is taken
as the activation function for all the hidden as well as FC layers [157].
Binary cross-entropy is taken to be the loss function and for optimiza-
tion of weights, stochastic gradient descent is used as the optimizer.

– LCNN: For the LCNN model, the input feature is of size 30× 400. The
varying durations of the input speech waveform are made constant to
30 × 400 by padding the input with its initial samples till its size be-
comes 30× 400. The LCNN model consists of four CNN layers (Conv1,
Conv2, Conv3, and Conv4) and two FC layers (FC1, FC2). In the con-
volutional layers, the data are convolved using a kernel of size 3× 3
with a stride of 1 and padding of 1. After each layer, the MFM and
max-pooling layer is used. The MFM layer uses a kernel of size 3× 3
with stride of 1 and padding of 2. The max-pooling is used with kernel
size of 2× 2 and stride of 2, to reduce the size of feature vector and also
to reduce the complexity of the model. The ReLU activation function
is used in the FC7 layer. For calculation of loss, we have used binary
cross-entropy as loss function stochastic gradient descent as the opti-
mizer.

– ResNet: The ResNet architecture used consists of four residual layers
(Res1, Res2, Res3, and Res4) followed by two fully-connected layers
(FC1 and FC2). Here, each residual layer is designed with two con-
volutional layers and ReLU as activation function. Furthermore, the
Res1 layer has kernel size of 7× 7 and stride of 1, while the other three
residual layers are used with kernel size of 3× 3 and a stride of 1.
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4.2.5 Experimental Results

This Section presents the results obtained on various datasets for different eval-
uation factors. In particular, first, the experiments are performed to optimize the
parameters of the proposed CFCCIF-QESA feature set on the ASVSpoof 2017 v2.0
dataset. Experiments are performed on additional datasets to show the general-
izability of CFCCIF-QESA. The performance is compared with the existing fea-
ture sets in terms of EER, accuracy, and model-level information-theoretic mea-
sures, such as Kullback-Leibler Divergence (KLD) and Jensen-Shannon Diver-
gence (JSD).

4.2.5.1 Initial Parameterization

4.2.5.2 Parameter Tuning on the ASVSpoof 2017 v2.0 Dataset

In this subsection, we present the results on the Dev set of the ASVSpoof 2017 v2.0
dataset to obtain the optimized parameters of the proposed feature set, such as the
bandwidth of the subband filters used in the cochlear filterbank, the number of
subband filters in the filterbank, and the dimension of the CFCCIF-QESA feature
vector. Consequently, with the optimally tuned parameters, we experimentally
determine the EER on the Eval set. Here, we will investigate the behaviour of
EER on both Dev and Eval sets as the feature parameters are varied.

• Effect of Number of Subband Filters

The auditory system in humans comprises numerous subband filters, which
form a dense filterbank [182]. To that effect, experiments were performed to
observe the performance due to varying the number of subband filters in the
cochlear filterbank. A speech signal filtered to a narrowband signal results
in a more accurate estimation of IF. Given that CFCCIF-QESA is extracted
from linearly-spaced subband filters, the number of subband filters explic-
itly affect the resolution in the frequency-domain. The number of subband
filters should be large enough such that there is no loss of information. At
the same time, considering a large number of subband filters results in com-
plete overlap with adjacent subband filters.

Figure 4.8 (a) shows the effect of the number of subband filters on the EER.
It should be noted that with 40 subband filters, an EER of 12.07% on the
Dev set is obtained. Furthermore, the effect of increasing the number of
subband filters is observed, and a minimum EER of 8.61% is achieved for 200
subband filters. This finding is in agreement with a recent study reported
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Figure 4.8: Results (in % EER) for the CFCCIF-QESA feature set on Dev and Eval
set of ASVSpoof 2017 v2.0 dataset w.r.t. the (a) number of subband filters in the
cochlear filterbank, (b) dimension of feature vector, (c) value of α, (d) value of β,
and (e) number of mixtures in GMM.

in [183]. Overall, we are able to achieve 40% decrease in the EER by taking
the number of subband filters as 200, as compared to 40 filters.

• Effect of Shape and Size Parameters of the Subband Filters

The shape and width of the cochlear filters in the filterbank is governed by α

and β parameters of the subband filter (as shown in eq. (4.33)). The param-
eter α controls the center frequencies of the cochlear subband filters, and the
parameter β controls the spread and ‘peakiness’ of the subband filters [80].
Figure 4.8 (c) and Figure 4.8 (d) show the effect of variation of α and β, re-
spectively, on the EER. It was observed that for both the Dev and Eval sets,
the minimum EER was achieved at α = 3 (which is in agreement with the
recent study reported in [70]) and β = 0.016. Additionally, in the origi-
nal study reported in [80], it was found that the value of β can be selected
depending on the application. In particular, the value of β should prefer-
ably be taken as 0.2 for the reduction in noise and even smaller for tasks
such as feature extraction for pattern recognition [80]. The optimal value of
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β = 0.016 for CFCCIF-QESA is in agreement with the study reported in [80].
To that effect, the values of subband filter parameters α and β are kept fixed
at 3 and 0.016, respectively, to determine the effect of the dimension of the
feature vector, as described next.

• Effect of Dimension of Feature Vector

The dimension (D) of the CFCCIF-QESA feature vector consists of static, ∆
(delta), and ∆∆ (delta-delta) coefficients. We performed experiments to esti-
mate the optimal value of D. Figure 4.8 (b) shows the variation of % EER
w.r.t. D varied from 18 to 120. On the Dev set, we obtain a minimum
EER of 8.82% for D = 30 (i.e., 10 static coefficients, 10 ∆, and 10 ∆∆ coef-
ficients). Similarly, on the Eval set, we obtain a minimum EER of 11.57%
for D = 30. The lower value of D also contributes to less computational
time and resources. Theoretically, a higher value of D should allow more
information to be captured. However, increasing the dimension of the fea-
ture vector can also increase the redundancy and noise [184]. In our exper-
iments, we observed a decrease in performance with an increase in D. This
behaviour is due to the case that as the dimension of the feature vector is
increased, one introduces redundancy and features that are irrelevant to the
class label (i.e., genuine and spoof class labels). This, in turn, degrades the
performance of the classifier [184] implying that the classification error in-
creases with the increase in the number of features. Adding to the problem,
higher-dimensional feature vectors have exponentially increasing computa-
tional time. To that effect, our obtained results on lower dimension of 30 are
well suited for the replay SSD task.

• Effect of Number of Mixtures in GMM

In order to select the optimal number of mixtures in GMM, we performed
experiments by varying the number of mixtures in GMM using 30-D CFCCIF-
QESA. Figure 4.8 (e) shows the effect of the GMM mixtures on the EER. We
observe that for both Dev and Eval sets, the EER follows a similar trend.
In particular, relatively minimum EER is achieved for 512 mixtures, for both
Dev and Eval sets. The optimized EER thus achieved is 9.48% and 11.40%
on Dev and Eval datasets, respectively, after fine-tuning all the parameters
during the extraction of CFCCIF-QESA.
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4.2.5.3 Results on the ASVSpoof 2017 v2.0 Database w.r.t. Various Classifiers

Given the fine-tuning of parameters of CFCCIF-QESA as discussed in subsection
4.2.5.2, the optimal CFCCIF-QESA feature set on the ASVSpoof 2017 v2.0 is 30-
D, and gives the best results with 512 mixtures in GMM. Keeping these optimal
parameters, the results of CFCCIF-QESA are compared with the other existing
feature sets using GMM, CNN, LCNN, and ResNet as shown in Table 4.1, Table
4.2, Table 4.3, and Table 4.4, respectively.

Table 4.1: Results on the ASVSpoof 2017 v2.0 Database using GMM.

Feature Set Dev Eval
% EER % Accu. % EER % Accu.

CQCC (S1) 12.87 81.75 18.81 59.72
CFCC (S2) 17.60 79.29 18.97 59.96

CFCCIF (S3) 16.61 78.59 17.38 58.13
CFCCIF-ESA (S4) 11.54 82.57 14.77 68.52

CFCCIF-QESA (S5) 9.48 87.30 11.40 73.35
S1+S5 9.48 87.30 11.40 73.35
S2+S5 9.47 87.34 11.39 73.36
S3+S5 9.37 87.34 11.38 73.39
S4+S5 9.25 87.70 11.31 73.80

S2+S3+S4+S5 9.22 87.90 11.25 73.96
S1+S2+S3+S4+S5 9.21 87.94 11.24 74.03

+ indicates score-level fusion as per eq. (3.7)

It can be observed that our proposed feature set (denoted by S5) performs rel-
atively the best as compared to the other systems (i.e., S1 to S4). To be specific,
we achieve EER of 11.40% and accuracy of 73.35% on the ASVSpoof 2017 Eval
set. To emphasize the benefit of incorporating the quadrature phase component,
the results show that the proposed system S5 (i.e., with quadrature phase compo-
nent) gives an absolute decrease in EER of 3.37% and an absolute improvement of
4.83% in accuracy, as compared to system S4 (with no quadrature phase compo-
nent). Furthermore, we performed score-level fusion as per eq. (3.7) (denoted by
+ in Table 4.1) of system S5 with all the remaining systems S1 to S4. The score-
level fusion of three systems, which are based on cochlear filtering (i.e., S3, S4,
and S5) further reduced the EER to 9.36% and 11.19% on the Dev and Eval sets,
respectively.

Table 4.2 shows the performance when CNN was used as the classifier. The
proposed feature S5 achieves better performance as compared to the cochlear
filter-based features (i.e, S2, S3, and S4). An absolute decrease in EER of 0.16%,
and an absolute improvement of 1.06% in accuracy, is observed as compared with
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Table 4.2: Results on the ASVSpoof 2017 v2.0 Database using CNN.

Feature Set Dev Eval
% EER % Accu. % EER % Accu.

CQCC (S1) 5.38 93.56 20.77 55.23
CFCC (S2) 5.06 94.26 21.45 54.10

CFCCIF (S3) 12.92 86.90 20.53 55.70
CFCCIF-ESA (S4) 13.92 85.02 19.26 56.34

CFCCIF-QESA (S5) 9.74 88.36 19.10 57.40
S1+S5 2.36 97.48 12.87 71.45
S2+S5 7.30 92.32 17.90 58.10
S3+S5 8.77 90.64 17.52 58.17
S4+S5 9.19 88.77 17.27 58.80

S2+S3+S4+S5 7.10 92.88 16.45 59.30
S1+S2+S3+S4+S5 1.88 97.60 12.45 72.10

system S4. It should be noted that even though this absolute improvement is not
very significant, we achieve EER of 12.45% and accuracy of 72.10%, when S5 is
fused with all the remaining feature sets.

Table 4.3: Results on the ASVSpoof 2017 v2.0 Database using LCNN.

Feature Set Dev Eval
% EER % Accu. % EER % Accu.

CQCC (S1) 7.00 90.40 30.11 40.21
CFCC (S2) 5.92 93.45 26.47 51.30

CFCCIF (S3) 13.36 85.61 20.29 55.50
CFCCIF-ESA (S4) 13.08 86.43 18.05 58.20

CFCCIF-QESA (S5) 11.22 87.10 17.52 59.30
S1+S5 3.51 95.08 15.00 63.10
S2+S5 3.84 95.96 15.22 62.63
S3+S5 9.83 89.88 16.49 61.10
S4+S5 9.28 90.05 15.96 61.45

S2+S3+S4+S5 2.31 97.60 14.30 65.01
S1+S2+S3+S4+S5 2.29 97.71 13.71 67.30

Table 4.3 shows the performance when LCNN was used as the classifier. A
relatively better performance of S5 with LCNN as compared to CNN is observed.
In particular, we obtain an EER of 17.52% and an accuracy of 59.30% on the Eval
set of ASVSpoof 2017 database. Furthermore, performance behaviour similar to
GMM and CNN can be observed as S5 performs better, when compared to all the
cochlear filter-based features (i.e., S2, S3, and S4). This also confirms the signifi-
cance of quadrature phase component in the proposed feature set. Furthermore, if
we compare the performance of individual feature sets (from S1 to S4), with their
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individual fusion performance with S5 (i.e., S1+S5, S2+S5, S3+S5, and S4+S5), we
observe improvement in the performance for each fusion case. To that effect, on
the Eval set of ASVSpoof 2017, the maximum absolute decrease in EER of 15.11%
and 22.89% in accuracy is observed w.r.t. S1 and S1+S5, as shown in the Table 4.3.

Table 4.4: Results on the ASVSpoof 2017 v2.0 Database using ResNet.

Feature Set Dev Eval
% EER % Accu. % EER % Accu.

CQCC (S1) 6.05 90.52 21.72 46.64
CFCC (S2) 4.21 95.78 23.34 57.71

CFCCIF (S3) 15.00 84.50 21.87 69.99
CFCCIF-ESA (S4) 11.49 87.07 22.40 70.07

CFCCIF-QESA (S5) 11.57 87.54 16.71 73.52
S1+S5 4.09 91.16 14.90 74.34
S2+S5 3.04 96.54 13.69 75.69
S3+S5 11.07 88.33 16.68 73.63
S4+S5 9.97 88.47 16.68 73.62

S2+S3+S4+S5 2.95 97.07 13.04 75.96
S1+S2+S3+S4+S5 2.33 97.54 12.88 76.35

Table 4.4 shows the performance of the system, when ResNet was used as the
classifier. A relatively better performance of S5 is observed with ResNet as com-
pared to the LCNN and CNN. In particular, we obtain an EER of 16.71% and an
accuracy of 73.52% on the Eval set of ASVSpoof 2017 database. It should be noted
that S5 outperforms all the other feature sets, including the state-of-the-art CQCC
feature set.

Classifier-Level Fusion: Given various classifiers (i.e., GMM, CNN, LCNN, and
ResNet) were used on the ASVspoof 2017 v2.0 dataset, we now present the classifier-
level fusion results in Table 4.5. It shows the results obtained on the proposed
CFCCIF-QESA using GMM, CNN, LCCN, and ResNet labelled as S1, S2, S3, and
S4, respectively. The best performance on the Eval set is observed when the scores
of all the four classifiers are fused, leading to an EER of 10.99%. Notably, CFCCIF-
QESA shows relatively the best performance using GMM. The better performance
of GMM can be due to the data being more approximated to be Gaussian and the
acoustic characteristics are better suited for GMM.

4.2.5.4 Analysis of Latency on the ASVSpoof 2017 v2.0 Database

Latency period represents the performance evaluation in terms of %EER w.r.t dif-
ferent durations of speech segment in an utterance. The utterance duration ranges
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Table 4.5: Results of Classifier-Level Fusion of the CFCCIF-QESA Feature Set us-
ing Different Classifiers on the ASVSpoof 2017 v2.0 Dataset.

Classifier Used Dev Eval
% EER % Accu. % EER % Accu.

GMM (S1) 9.48 87.30 11.40 73.35
CNN (S2) 9.74 88.36 19.10 57.40

LCNN (S3) 11.22 87.10 17.52 59.30
ResNet (S4) 11.57 87.54 16.71 73.52

S1+S2 6.97 90.00 11.40 73.35
S1+S3 7.79 89.82 11.00 74.00
S2+S3 8.78 89.75 16.55 66.36
S3+S4 9.26 88.45 16.10 66.65

S1+S2+S3 6.62 90.99 11.00 74.02
S1+S2+S3+S4 6.62 90.99 10.99 74.10

from 20 ms to 2 seconds, with an interval of 200 ms. Further, the utterance dura-
tion is selected by considering the number of frames. Figure 4.9 shows the com-
parison between the CQCC baseline, CFCCIF, CFCCIF-ESA, and CFCCIF-QESA.
It can be observed that all the feature sets show comparable latency with each
other for the Dev set of ASVSpoof 2017 as shown in Figure 4.9. However, for
the Eval set of ASVSpoof 2017 as shown in Figure 4.9 (b), we observe a con-
siderable improvement of CFCCIF, CFCCIF-ESA, and CFCCIF-QESA in latency
performance w.r.t. the CQCC baseline. Furthermore, the %EER converges to the
minimum value as the speech duration provided to the model of the SSD system
increases. Additionally, the feature performance is better if for a low latency pe-
riod, the %EER is also low, indicating faster classification by the model and thus,
indicating the suitability of the system for practical deployment.

Figure 4.9: Analysis of latency period for the SSD system (a) Dev set, and (b) Eval
set of ASVspoof 2017 dataset using various feature sets.
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4.2.5.5 Cross-Database Evaluation with Training on ASVSpoof 17 V2.0

For the majority of existing SSD systems, training and evaluation are done on the
same database. Such type of evaluation procedures are known as self-classification
[185]. However, self-classification does not represent true generalization capabili-
ties of the SSD system in realistic scenarios of ASV. Historically, the original study
on CFCC reported its near performance of CFCC with MFCC under matched
condition. However, the performance of CFCC was found to be significantly im-
proved compared to its MFCC counterpart under mismatched conditions of train-
ing (clear) vs. testing (noisy) [81]. Therefore, in order to perform cross-database
Eval, using GMM as the classifier, we train using ASVSpoof 2017 v2.0 training
set, and test on the Dev and Eval sets of different datasets. In this work, we use
ASVSpoof 2019 PA (Dev and Eval sets), BTAS 2016 (Dev and Eval sets), and the
VSDC (Eval set). In this subsection, we will discuss the experimental results on
cross-database evaluation using GMM as classifier for the mentioned datasets.
• Training on the ASVSpoof 2017 v2.0, and testing on the ASVSpoof 2019 PA
Dev and Eval sets: Table 4.6 shows the experimental results on cross-dataset
evaluation between ASVSpoof 2017 v2.0 and ASVSpoof 2019 PA datasets. It is
worth noting that even though both the datasets correspond to the same attack
(i.e., replay), the performance of the countermeasure system is not that remark-
able. In particular, the state-of-the-art features, such as CQCC, CFCC, and CFC-
CIF show comparable performance of 50% EER. Furthermore, the CFCCIF-ESA
and CFCCIF-QESA feature sets show relatively better performance (but not at all
good) with EER on the Eval set as 42.64% and 42.85%, respectively, however, still
there is a scope for further improvement. The significant degradation in the per-
formance is primarily due to a mismatch in the acoustics of real and simulated
replay spoofed signals for training and testing (or vice-versa).

Table 4.6: Results on Cross-Database Evaluation Between ASVSpoof 2017 v2.0 and
ASVSpoof 2019 PA Corpora.

Training Dataset ASVSpoof 2017 v2.0

Testing Dataset ASVSpoof 2019 PA
Dev Eval

Feature Set %EER %Accu. %EER %Accu.
CQCC 48.50 18.21 49.99 13.42
CFCC 49.94 18.18 49.99 13.42

CFCCIF 49.99 20.43 50 17.47
CFCCIF-ESA 47.07 33.06 42.64 36.57

CFCCIF-QESA 44.48 35.13 42.85 32.72
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• Training on the ASVSpoof 2017 v2.0, and testing on BTAS Dev and Eval
Sets: Table 4.7 shows the experimental results on cross-dataset evaluation be-
tween ASVSpoof 2017 v2.0 and BTAS 2016 datasets. It can be observed that IF-
based features perform significantly better as compared to the CQCC and CFCC
feature sets. This signifies the importance of IF in replay attack detection, even
under mismatched conditions.

Table 4.7: Results on Cross-Database Evaluation Between ASVSpoof 2017 v2.0 and
BTAS 2016 Corpora.

Training Dataset ASVSpoof 2017 v2.0

Testing Dataset BTAS 2016
Dev Eval

Feature Set %EER %Accu. %EER %Accu.
CQCC 49.40 14.59 48.04 19.20
CFCC 49.57 11.46 49.10 11.46

CFCCIF 12.55 90.45 15.51 86.56
CFCCIF-ESA 11.60 92.09 14.45 89.05

CFCCIF-QESA 13.05 91.03 15.51 87.40

• Training on the ASVSpoof 2017 v2.0, and testing on VSDC dataset: The ASVSpoof
2017 v2.0 dataset consists of 1st order replay recordings. On the other hand, the
VSDC dataset consists of the recordings of 1st order and 2nd order replay scenar-
ios. A majority of the existing SSD systems are designed using self-classification.
However, true generalization capabilities of the SSD system cannot be evalu-
ated by self-classification. Historically, the original study on CFCC reported its
near performance of CFCC with MFCC under matched condition. However, the
performance of CFCC was found to be significantly improved compared to its
MFCC counterpart under mismatched conditions of training (clear) vs. testing
(noisy) [81].

Table 4.8: Results on Cross-Database Evaluation Between ASVSpoof 2017 v2.0
Corpus and VSDC Corpus.

Training Dataset→ ASVSpoof 2017 v2.0 (Train) VSDC (Full Data)

Testing Dataset→ VSDC (Full Data) ASVSpoof 2017 v2.0 (Dev & Eval)
0PR-1PR 0PR-2PR Dev Eval

Feature Set ↓ % EER % Accu. % EER % Accu. % EER % Accu. % EER % Accu.
CQCC 52.12 48.33 43.16 55.68 32.52 55.20 35.30 51.23
CFCC 47.48 51.10 48.89 44.52 29.30 62.02 32.12 54.89

CFCCIF 44.23 53.25 35.43 63.35 28.34 66.19 31.54 57.26
CFCCIF-ESA 43.42 55.32 32.00 67.65 25.82 74.56 29.46 60.80

CFCCIF-QESA 42.63 56.54 31.40 68.78 25.40 75.20 26.56 65.30

Therefore, in order to perform cross-database evaluation, using GMM as the
classifier, we perform two sets of experiments (as shown in Table 4.8) - one by
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training using the ASVSpoof 2017 v2.0 training dataset, the second by training
using the complete VSDC dataset. When training on the ASVSpoof 2017 v2.0
training dataset, we performed evaluation on two cases: genuine vs. 1st order
replay (i.e., 0PR vs. 1PR), and the other on genuine vs. 2nd order replay (i.e., 0PR
vs. 2PR). It can be observed from Table 4.8 that even under mismatched condition
of training and testing, our proposed feature set outperforms the rest of the feature
sets. In particular, as compared to the CQCC, an absolute decrease in EER of 9.49%
and 11.76% is observed for 0PR-1PR and 0PR-2PR settings, respectively, due to
the proposed CFCCIF-QESA. For the second set of experiments, where training
was done on VSDC dataset and evaluation was done on the ASVSpoof 2017 v2.0
dataset, an absolute decrease in EER of 8.74% was observed by CFCCIF-QESA as
compared to the CQCC feature set.

4.2.5.6 SSD System Performance Under Ideal Conditions

To evaluate the performance under ideal scenarios, we performed experiments
on the ASVSpoof 2017 v2.0 dataset for 2 scenarios: case 1) when the system is not
under attack, and case 2) when it is under attack. For case-1, when the system
is not under attack, it means that the inputs to the system are strictly genuine
signals. To do so, we evaluated the system’s performance by considering only
genuine speech as shown in Table 4.9. An ideal system will accept all the genuine
utterances, and hence, the False Rejection Rate (FRR) will be 0. This means that no
genuine utterance will be falsely classified as spoof, in an ideal system. For case-2,

Table 4.9: System Performance When it is Not Under Attack.

Feature Set Accuracy in %
Dev Eval

CQCC 95.00 92.52
CFCC 94.21 92.44

CFCCIF 96.18 93.37
CFCCIF-ESA 97.10 93.14

CFCCIF-QESA 93.55 93.22

when the system is under attack, it means that the inputs to the ASV system are
strictly spoofed signals. To do so, we evaluated the system’s performance only on
spoofed speech, as shown in Table 4.10. An ideal system will reject all the spoofed
utterances, and hence the False Acceptance Rate (FAR) will be 0. This means that
no spoofed utterance will be falsely classified as genuine in an ideal system.
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Table 4.10: System Performance When it is Under Attack.

Feature Set Accuracy in %
Dev Eval

CQCC 71.15 56.17
CFCC 67.36 56.45

CFCCIF 64.52 54.32
CFCCIF-ESA 70.94 65.86

CFCCIF-QESA 84.21 71.20

4.2.5.7 Results on the ASVSpoof 2019 PA Database

The ASVSpoof 2019 PA dataset contains a controlled simulation of replay attacks
on which we performed experiments, whose results are presented in Table 4.11.
It can be observed from Table 4.11 that the CFCCIF-QESA feature set achieves

Table 4.11: Results on the ASVSpoof 2019 PA Database using GMM.

Feature Set Dev Eval
% EER % Accu. % EER % Accu.

CQCC (S1) 9.87 90.75 11.04 87.72
CFCC (S2) 17.60 85.29 18.97 82.96

CFCCIF (S3) 36.93 66.13 37.61 60.13
CFCCIF-ESA (S4) 36.29 65.57 36.94 61.23

CFCCIF-QESA (S5) 22.40 80.05 25.71 75.35
S1+S5 9.85 90.89 11.01 87.75
S2+S5 17.55 85.50 18.75 83.10
S3+S5 22.20 80.20 25.60 75.50
S4+S5 22.18 80.22 25.58 75.60

S2+S3+S4+S5 17.40 85.70 18.55 83.60
S1+S2+S3+S4+S5 9.43 91.03 10.89 88.02

an EER of 25.71% and an accuracy of 75.35% on the Eval set. Even though the
performance of CQCC remains to be relatively better, it should be noted that the
CFCCIF-QESA performs better than the CFCCIF-ESA. To that effect, on the Eval
set, we achieve an absolute decrease of 11.23% in EER, and an improvement of
14.12% in accuracy is achieved.

4.2.5.8 Results on the BTAS 2016 Dataset

The BTAS 2016 dataset is an extended version of the ASVSpoof 2015 dataset. In
particular, it contains VC, SS, and replay spoofed utterances. However, the other
three datasets (i.e., ASVSpoof 2017 v2.0, ASVSpoof 2019, and VSDC) used in this
study contains only the replay spoofed speech. Hence, we have again fine-tuned
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the cochlear filter parameters α and β on the BTAS 2016 Dataset. It should be
observed that the values of the optimized filter parameters α and β are also data-
dependent. The fine-tuned results are shown in the Fig. 4.10, giving us the op-
timal value of α = 5 and β = 0.014. Based on these fine-tuned parameters, ex-

Figure 4.10: Results (in % EER) on Dev set of BTAS 2016 dataset with variation of
(a) value of α, and (b) value of β.

periments are performed and the results are shown in Table 4.12. It can be ob-

Table 4.12: Results (in % EER and Accuracy) on the BTAS 2016 Dataset using
GMM.

Feature Set Dev Eval
% EER % Accu. % EER % Accu.

CQCC (S1) 2.57 91.50 4.45 88.32
CFCC (S2) 1.98 92.61 4.18 90.08

CFCCIF (S3) 2.13 92.00 7.35 81.13
CFCCIF-ESA (S4) 2.07 92.11 5.02 86.23

CFCCIF-QESA (S5) 1.81 93.00 5.20 86.00
S1+S5 1.81 93.00 3.90 91.20
S2+S5 1.77 93.32 4.01 91.70
S3+S5 1.81 93.00 5.20 86.00
S4+S5 1.81 93.01 5.01 86.25

S2+S3+S4+S5 1.71 93.88 3.85 92.33
S1+S2+S3+S4+S5 1.63 94.23 3.43 93.67

served that CFCCIF-QESA performs relatively close to the CFCCIF-ESA feature
set. However, we observe the best performance in EER, when all the features are
fused to give an EER of 3.43% and an accuracy of 93.67%.

4.2.5.9 Results on the ReMASC Dataset

The ReMASC dataset was developed for anti-spoofing of VAs. The CFCCIF-
QESA feature set is evaluated on the ReMASC dataset. Table 4.13 shows the
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environment-wise performance in terms of % EER. The analysis shows the en-
hanced SSD capability of the CFCCIF-QESA feature set over CFCCIF-ESA, par-
ticularly for the case of Env B, Env C, and Env D. Furthermore, for Env A, the
performance of CFCCIF-ESA and CFCCIF-QESA is comparable. Next, Table 4.14

Table 4.13: Environment-wise Results (in % EER) Using GMM as the Classifier.

Feature Set Environment-wise % EER
Env A Env B Env C Env D

CQCC 22.58 48.48 43.45 14.47
CFCCIF-ESA 29.15 46.33 47.02 15.13

CFCCIF-QESA 29.22 45.53 46.81 12.75
CQCC ⊕ CFCCIF-ESA 22.56 46.33 43.45 12.42

CQCC ⊕ CFCCIF-QESA 22.58 45.53 43.45 11.55
⊕ indicates score-level fusion as per eq. (3.7)

shows overall results in terms of %EER on GMM and CNN classifiers. It can be
observed that in the case of classification by GMM, CFCCIF-QESA achieves an
overall EER of 28.71% on the Eval set, thereby achieving relative % decrease of
4.17% w.r.t. CFCCIF-ESA.

Table 4.14: Results in %EER using GMM and CNN as the Classifiers.

Feature
Set

GMM CNN
Dev Eval Dev Eval

CQCC 19.94 22.56 15.36 25.33
CFCCIF-ESA 21.64 29.95 16.23 28.03

CFCCIF-QESA 26.93 28.71 15.47 29.89
CQCC⊕CFCCIF-ESA 18.14 22.56 11.20 23.55
CQCC⊕CFCCIF-QESA 18.69 22.02 10.63 23.84

Figure 4.11 shows the Detection Error Trade-off (DET) curve obtained on the
Dev, and Eval sets of the ReMASC dataset. Furthermore, the latency period for
CFCCIF-QESA w.r.t the CFCCIF-ESA feature set is also investigated. Such anal-
ysis enables us to investigate how fast the SSD system is w.r.t. deployment in
real-world applications. Latency is the performance evaluation in terms of %EER
w.r.t different durations of speech segment in an utterance. Figure 4.12 shows the
latency analysis for the CFCCIF-ESA and the CFCCIF-QESA feature sets. The ut-
terance duration ranges from 10 ms to 60 ms, with an interval of 10 ms. From
Figure 4.12, it can be observed that the proposed CFCCIF-QESA shows relatively
smaller latency as compared to CFCCIF-ESA, i.e., the CFCCIF-QESA feature set
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Figure 4.11: DET curves on (a) Dev set, and (b) Eval set of ReMASC dataset.

reaches better performance than the CFCCIF-ESA feature set even for a short du-
ration (i.e., 10 ms) of speech. The low latency achieved by CFCCIF-QESA indi-
cates the ability of faster classification by the model and thus, better suitability of
CFCCIF-QESA for practical system deployment as compared to CFCCIF-ESA.

Figure 4.12: Latency curves for CFCCIF-ESA vs. CFCCIF-QESA on ReMASC
dataset.

4.2.5.10 Results on the ASVSpoof 2015 dataset

Table 4.15 shows the results w.r.t. the 10 different types of SS and VC attacks,
labelled from S1 to S10. Out of these S1 to S5 are known attacks, and S6 to S10 are
unknown attacks. The average EER is denoted as AEER. It can be observed that
in the case of known attacks, CFCCIF-QESA achieves relatively better AEER of
0.31%, than CFCCIF-ESA. The achieved % relative decrease in EER is 27.90%.
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Furthermore, in the case of unknown attacks, CFCCIF-QESA achieves AEER
of 0.79%, thereby leading to a reduction of 21% in AEER w.r.t. the CFCCIF-ESA
feature set. In particular, for the case of S10 attack, CFCCIF-QESA achieves an
EER of 1.70%, thereby leading to relative decrease of 29.16% in EER w.r.t. CFCCIF-
ESA. Moreover, it should also be noted that amongst the cochlear filterbank-based
feature sets, CFCCIF-QESA gives the best performance of 0.55% AEER of all the
attacks as shown in Table 4.15. In addition, CFCCIF-QESA also shows better gen-
eralization ability in the classification of known as well as unknown attacks.

Furthermore, we show the DET curve to observe the performance across all
the operating points of the SSD system [189]. Figure 4.13 shows DET curves of
CFCCIF-ESA, CFCCIF-QESA, and their score-level fusion. For Dev set, α = 0.68,
and for Eval set α = 0.64. It can be observed that the fusion performs relatively
the best at all the operating points throughout the curve and hence, this dic-
tates that complementary information between CFCCIF-ESA and CFCCIF-QESA
is captured effectively.

Figure 4.13: DET curves (a) Dev, and (b) Eval set.

We also investigate the latency period for CFCCIF-QESA w.r.t the other feature
sets. Such an analysis enables us to investigate how fast the SSD system is w.r.t.
deployment in real-world applications. Latency is the performance evaluation in
terms of %EER w.r.t different durations of speech segment in an utterance. To that
effect, experiments were performed on INTEL(R) Core(TM) i5-2400 CPU at 3.10
GHz. For estimation of latency, the scores of all the utterances in the Dev and
Eval sets of the ASVSpoof 2015 dataset were used. Figure 4.14 (a) and (b) show
the latency analysis on the Dev and Eval sets, respectively. The utterance dura-
tion ranges from 20 ms to 2 seconds, with a step-size of 500 ms. From Figure 4.14
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(a), it can be observed that the proposed CFCCIF-QESA shows relatively smaller
latency as compared to CFCCIF-ESA, i.e., CFCCIF-QESA reaches better perfor-
mance than the CFCCIF-ESA feature set even for a short duration (i.e., 200 ms)
of speech. Furthermore, for the case of the Eval set, as shown in Figure 4.14 (b),
both the features perform comparably to each other. The low latency achieved
by CFCCIF-QESA on the Dev set indicates the ability of faster classification by
the model and thus, better suitability of CFCCIF-QESA for practical SSD system
deployment as compared to the CFCCIF-ESA feature set.

Figure 4.14: Latency curves (a) Dev, and (b) Eval set of the ASVSpoof 2015 dataset.

4.2.5.11 Analysis Using Model-Level Measures

In addition to EER and accuracy, we present model-level information-theoretic
measures to investigate the importance of the quadrature phase, in the proposed
CFCCIF-QESA feature set. To that effect, in this subsection, we present two model-
level measures, namely, Kullback-Leibler Divergence (KLD) and Jensen-Shannon
Divergence (JSD) for the CFCCIF-ESA vs. CFCCIF-QESA feature sets.

KLD is an information-theoretic measure, which tells us about how much one
Probability Distribution Function (PDF) differs from the other. KLD has been
used extensively for analysis of different PDFs and the difference between them,
in particular, its recent application in generative adversarial networks (GAN) lit-
erature [48, 190, 191] and in anti-spoofing, for ASV [192]. For the SSD task, it
has been used as a model-level measure for distinguishing between genuine and
spoof class [193]. If p and q are two PDFs, then it is a measure of how much in-
formation is lost, when q(x) is used to approximate p(x). Mathematically, it is
expressed as [194]:

KLD(p||q) = −
∫

p(x) ln q(x)dx−
(
−
∫

p(x) ln p(x)dx
)

, (4.36)
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(a) KLD between genuine and spoof
GMM

(b) KLD between spoof and gen-
uine GMM

(c) JSD between genuine and spoof
GMM

(d) Difference of JSD between
CFCCIF-QESA and CFCCIF-ESA

Figure 4.15: Comparative analysis of KLD and JSD for CFCCIF-ESA vs. CFCCIF-
QESA for various numbers of mixtures used in GMM on the ASVSpoof 2017 train-
ing corpus.

(a) KLD between genuine and spoof
GMM

(b) KLD between spoof and gen-
uine GMM

(c) JSD between genuine and spoof
GMM

(d) Difference of JSD between
CFCCIF-QESA and CFCCIF-ESA

Figure 4.16: Comparative analysis of KLD and JSD for CFCCIF-ESA vs. CFCCIF-
QESA for various numbers of mixtures used in GMM on the ASVSpoof 2019 PA
training corpus.
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KLD(p||q) = −
∫

p(x) ln
{

q(x)
p(x)

}
dx. (4.37)

It is an asymmetric measure, i.e., KLD(p||q) ̸= KLD(q||p).

(a) KLD between genuine and spoof
GMM

(b) KLD between spoof and gen-
uine GMM

(c) JSD between genuine and spoof
GMM

(d) Difference of JSD between
CFCCIF-QESA and CFCCIF-ESA

Figure 4.17: Comparative analysis of KLD and JSD for CFCCIF-ESA vs. CFCCIF-
QESA for various numbers of mixtures used in GMM on BTAS 2016 training cor-
pus.

Furthermore, to eliminate the asymmetry between KLD(p||q) and KLD(q||p),
we estimate the JSD. It is expressed as [194]:

JSD(p||q) = 1
2

KLD(p||m) +
1
2

KLD(q||m), (4.38)

where m is estimated as 1
2 (p + q). JSD is more useful as a measure, as it provides

a smoothed and normalized version of KLD and hence, it is used in the original
GAN literature as well [195].

In this work, the KLD and JSD between statistical GMM of genuine and spoofed
speech, is used as a model-level measure having discriminative ability. To that ef-
fect, we have estimated KLD and JSD between genuine and spoof GMMs, P and
Q. KLD is estimated between P and Q of the two GMMs corresponding to the
genuine and the spoofed class, as shown in Algorithm 3.

Here, we have experimentally emphasized the importance of the quadrature
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(a) KLD between genuine and spoof
GMM

(b) KLD between spoof and gen-
uine GMM

(c) JSD between genuine and spoof
GMM

(d) Difference of JSD between
CFCCIF-QESA and CFCCIF-ESA

Figure 4.18: Comparative analysis of KLD and JSD for CFCCIF-ESA vs. CFCCIF-
QESA for various numbers of mixtures used in GMM on VSDC training corpus
(only 0PR-1PR).

Algorithm 3 KLD(P||Q)

1: procedure KLD((P||Q)) ▷ P and Q are the GMMs of each class
2: Check if the P and Q are valid probability distributions
3: KLD = nansum( P .*log2( P./Q ) )
4: end procedure

phase in CFCCIF-QESA for the SSD task. To that effect, we have estimated the
KLD between the genuine and the spoofed GMMs of the two feature sets CFCCIF-
ESA (i.e., without quadrature phase) and CFCCIF-QESA (i.e., with quadrature
phase). Figure 4.15 (a) shows the KLD between two PDFs obtained from the
training dataset of ASVSpoof 2017 v2.0 corpus for genuine and spoof GMMs, re-
spectively. Given that KLD is an asymmetric measure, we take the converse case
of Figure 4.15 (a). To that effect, Figure 4.15 (b) shows the KLD between spoof
and genuine GMMs. Supporting our proposed argument of the importance of the
quadrature phase, we observe that in both the cases (as shown in Figure 4.15(a)
and Figure 4.15 (b)), the KLD between the GMMs of CFCCIF-QESA is more as
compared to the KLD between the GMMs of CFCCIF-ESA and hence, confirm-
ing better discriminative ability of CFCCIF-QESA as compared to the CFCCIF-
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(a) KLD between genuine and spoof
GMM

(b) KLD between spoof and gen-
uine GMM

(c) JSD between genuine and spoof
GMM

(d) Difference of JSD between CFCCIF-
QESA and CFCCIF-ESA

Figure 4.19: Comparative analysis of KLD and JSD for CFCCIF-ESA vs. CFCCIF-
QESA for various numbers of mixtures used in GMM on VSDC training corpus
(only 0PR-2PR).

ESA. Therefore, this analysis further reinforces the significance of our proposed
inclusion of the quadrature phase in the CFCCIF-ESA framework to derive the
CFCCIF-QESA feature set For the SSD task. Likewise, it can be observed from Fig-
ure 4.15 (c) that the JSD between genuine and spoof GMMs is higher for CFCCIF-
QESA as compared to the CFCCIF-ESA. Furthermore, the difference in JSD, as
shown in Figure 4.15 (d), is the highest for 512 mixtures used in GMM justifying
relatively the best performance for GMM with 512 mixtures for the replay SSD
tasks on the ASVSpoof 2017 v2.0 corpus (as also shown by the analysis from Fig-
ure 4.8(e) in subsection 4.2.5.2).

Similar analysis is performed on the training dataset of ASVSpoof 2019 PA,
BTAS 2016, VSDC (1PR scenario), VSDC (2PR scenario), and ReMaSC, as shown
in Figures 4.16, 4.17, 4.18, 4.19, 4.20, respectively . Interestingly, similar behaviour
of KLD and JSD is observed across all these datasets, wherein, the CFCCIF-QESA
feature set shows more discriminative ability as compared to CFCCIF-ESA, indi-
cating generalizability of the proposed CFCCIF-QESA approach over the other
datasets. For training sets of ASVSpoof 2017 v2.0, ASVSpoof 2019 PA, and BTAS,
it can be observed that the best discriminative ability is achieved for 512 mixtures
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(a) KLD between genuine and spoof
GMM

(b) KLD between spoof and genuine
GMM

(c) JSD between genuine and spoof
GMM

(d) Difference of JSD between CFCCIF-
QESA and CFCCIF-ESA

Figure 4.20: Comparative analysis of KLD and JSD for CFCCIF-ESA vs. CFCCIF-
QESA for various numbers of mixtures used in GMM on ReMASC training cor-
pus.

in GMM. For the case of VSDC dataset, it is achieved for 1024 mixtures, while for
ReMASC dataset, it is achieved for 64 mixtures in the GMM.

In subsection 4.2.3.1, an MI-based analysis was shown w.r.t. importance of
quadrature relative phase as opposed to non-quadrature values of the relative
phase (as shown in Figure 4.2). Consequently, we can also relate KLD with MI
[177]. In particular,

I(X; Y) = KLD (p(x, y)||p(x)p(y)) . (4.39)

It is worth noting that the results for model-level KLD and JSD are in agreement
with MI and classification-level EER results presented in this work.

4.3 Optimized Linear Frequency Residual Cepstral Co-

efficients (LFRCC)

Linear Prediction (LP) of speech has been widely used in many applications, from
speech coding to analyzing excitation source-based information. The excitation
source-based information is also known to carry speaker-specific information [15,
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117, 196–198]. The frequency response characteristics of the microphone, replay
device, and acoustic environment are bandpass in nature. Due to the bandpass
nature, the spectrum of the LP residual of replay speech is expected to degrade
for high-frequency regions. The LP residual is known to capture discriminating
information for the replay SSD task [10, 199–201]. In this context, according to a
proposition by Mallat [6], a function s(t) is bounded and k times continuously
differentiable with bounded derivatives if∫ +∞

−∞
|S(ω)|(1 + |ω|k)dω < +∞, (4.40)

where S(ω) = F{s(t)} ∈ L1(R), under the assumption of a Sobolev space. It
is known that the decay of spectrum |S(ω)| of a signal s(t) depends on the worst
singular behaviour [6]. For example, in replay speech, the replay noise has sudden
discontinuities which are absent in genuine speech. Hence, the spectrum of replay
speech is decaying in nature, which is the discriminative acoustic cue For the SSD
task by the LFRCC feature set [5]. However, the work reported in [5] proposed
LFRCC feature set on the ASVSpoof 2017 v2.0 dataset, whereas this thesis extends
it to an order optimized LFRCC feature set, and on the simulated replay SSD task
on the ASVSpoof 2019 PA dataset.

For the SSD task, the frequency spacing at higher frequencies is sparse (such as
in Mel frequency warping). Therefore, to consider the effect of replay mechanism
on higher frequency regions, we consider linear frequency scale in this work and
exploit linear subband energies. Furthermore, we exploit the recently proposed
Linear Frequency Residual Cepstral Coefficients (LFRCC) feature set for the ASV
spoof 2019 PA dataset. Unlike [5], we have analyzed the effect of LP order on the
residual and hence, proposed the optimized LFRCC feature set.

4.3.1 Linear Prediction (LP)

LP is one of the most powerful methods to analyze speech signals, especially in
speech coding for wireless communication services. LP coefficients for speech
implicitly represent the time-varying vocal tract area function. It is an iterative
method to estimate the current sample of speech s̃(n), using the past p speech
samples because Linear Prediction Coefficients (LPCs) (denoted by {αk}k∈[1,p])
capture implicitly the time-varying area function of vocal tract during speech pro-
duction, where p represents predictor memory [202]. Mathematically, this is rep-
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resented as [10]:

s̃(n) = −
p

∑
k=1

αks(n− k). (4.41)

With respect to the source-filter model of speech production, the LP method de-
composes speech signal into two components: LPCs (representing the vocal tract
system using LP filter), and the LP residual (representing the speech excitation
source) [203]. By minimizing the squared differences between the actual speech
samples and the linear predicted speech samples, a unique set of predictor coeffi-
cients can be obtained. The prediction error is called the LP residual, as shown in
equation ((4.42)). It carries the excitation source component of the speech, and it
is given by [204]:

r(n) = s(n)− s̃(n) = s(n) +
p

∑
k=1

αks(n− k). (4.42)

The LP residual is obtained by the all-pole inverse filter A(z), which is mathemat-
ically represented in eq. (4.43):

A(z) = 1 +
p

∑
k=1

αkz−k. (4.43)

Furthermore, replayed speech signal (sr(n)) can be expressed as a distributive
property of convolution under the assumption of a Linear Time-Invariant (LTI)
system, i.e.,

sr(n) =

[
−

p

∑
k=1

αks(n− k) + r(n)

]
∗ hr(n), (4.44)

where ’*‘ indicates the convolution operation, and hr(n) is the impulse response
of the playback device used for the replay attack. Notably, the information carried
by the LP residual also depends on the LP order, p. A large value of order will
lead to good prediction of speech and, hence, lower error (i.e., LP residual).

4.3.2 Proposed Optimized LFRCC

For the SSD task, our aim is not to have a good prediction of speech samples,
but rather to exploit the residual at an order optimally suited for the replay SSD
task. In particular, for good prediction of speech, the LP residual must not contain
any dependencies in the sequence of samples of the LP residual, and thus, the LP
residual should be noise-like and hence, its spectrum is expected to be maximally
flat. On the other hand, for replay SSD, the LP residual is expected to experi-
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ence a significant decay in higher frequencies and thus, it will have different LP
order. This is the novel aspect of our work. Figure 4.21 shows waterfall plot of

(a) p=8 (b) p=10 (c) p=12

(d) p=14 (e) p=16 (f) p=18

Figure 4.21: Plots of framewise magnitude spectrum |R(ω)| of the LP residual of
genuine speech, for different values of LP order p.

the magnitude spectrum of the residual for varying order, p. It can been be ob-
served that the plot has highest |R(ω)| for p = 8, where R(ω) = F{r(n)}, where
F{·} represents the Fourier transform. For Figure 4.21, the speech sample taken
into consideration had 16 kHz sampling frequency (Fs). This means that the opti-
mum prediction would be achieved at ((Fs/1000) + 2), i.e., at order p = 18 [196].
However, for exploiting source-based information For the SSD task, the residual
should have more information. Hence, p = 8 gives the optimal order for the
replay SSD task. In addition, the Table 4.16 shows Log Spectral Distance (LSD)
between residuals of different LP orders. The LSD is estimated as [205]:

Figure 4.22: Functional Block diagram of LFRCC Feature Extraction. After [5].

LSD =

√
1

2π

∫ π

−π

[
10log10

P(ω)

P̃(ω)

]2

dω, (4.45)

where P(ω) and P̃(ω) denote the two power spectra between which the LSD is
estimated. The diagonal elements of Table 4.16 are zero because the LSD between
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Table 4.16: Log Spectral Distance (LSD) Between the LP Residuals of Speech Sig-
nal (with Fs = 16 kHz) with Various LP Orders (p).

p 2 4 6 8 10 12 14 16 18 20
2 0 1.35 2.19 2.46 2.64 2.81 2.97 3.06 3.17 3.23
4 1.35 0 1.42 1.74 1.97 2.16 2.34 2.44 2.55 2.61
6 2.19 1.42 0 0.79 1.08 1.31 1.51 1.63 1.75 1.82
8 2.46 1.74 0.79 0 0.63 0.95 1.20 1.33 1.47 1.54
10 2.64 1.97 1.08 0.63 0 0.62 0.94 1.09 1.24 1.32
12 2.81 2.16 1.31 0.95 0.62 0 0.62 0.82 1.00 1.10
14 2.97 2.34 1.51 1.20 0.94 0.62 0 0.47 0.71 0.83
16 3.06 2.44 1.63 1.33 1.09 0.82 0.47 0 0.49 0.65
18 3.17 2.55 1.75 1.47 1.24 1.00 0.71 0.49 0 0.38
20 3.23 2.61 1.82 1.54 1.32 1.10 0.83 0.65 0.38 0

two identical signals is zero. It can be observed that as we move from left to right
in the Table 4.16, the LSD keeps on increasing. This also means that the LP order
p has a significant effect on the amount of information carried by the LP residual.
Furthermore, the experimental results shown in the next Section also confirm our
hypothesis that LP order of 8 is optimal For the SSD task.

4.3.3 Setup

• Dataset Used: The performance of the order optimized LFRC feature set is
evaluated using the ASVSpoof 2019 PA dataset. The details of the dataset
are given in subsection 3.3 of Chapter 3.

• Classifiers Used:

– GMM: The GMM-based classifier is as explained in subsection 3.4.1 of
Chapter 3. In particular, for LFRCC experimentations, the number of
mixtures in GMM is taken to be 512.

– CNN: The CNN architecture used in our experiments has 3 convolu-
tional layers (i.e., Conv1, Conv2, and Conv3). After the convolution
operation, in order to introduce non-linearity in the neuron output, an
activation function is used. In our CNN architecture, we use the Rec-
tified Linear Unit (ReLU) as the activation function. This operation is
followed by a pooling layer of kernel size of 3× 3 and stride 1 is used.
The flattened output is then fed to 2 Fully-Connected (i.e., FC1 and FC2)
layers. The output of the final FC2 layer gives us a probabilistic output
for classification. The loss function used is binary cross-entropy, and
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the optimization algorithm used is gradient descent.

4.3.4 Experimental Results

We present experimental results on ASV spoof 2019 PA dataset using LFRCC fea-
ture set For the SSD task. We consider the effect on the EER due to various evalua-

Table 4.17: Effect of LP Order on %EER for LFRCC Features on the ASVSpoof 2019
PA Dataset.

Prediction Order
(p)

% EER (GMM) % EER (CNN)
Dev Eval Dev Eval

6 6.84 18.21 6.23 16.17
8 6.77 17.30 6.08 15.21

10 6.89 19.53 5.35 16.88
12 7.02 19.80 6.72 17.20
14 7.19 20.63 6.96 18.37
16 7.54 20.42 7.34 19.28
18 8.38 21.84 7.94 20.36
20 9.43 23.49 8.86 21.11
24 10.97 24.82 8.93 21.89

tion factors, such as LP order, and number of subband filters. Table 4.17 shows the
effect of LP order on the EER for LFRCC feature set. It can be observed that the
best achieved EER is 15.21% on the Eval set using CNN. Furthermore, on GMM,
the best achieved EER is 17.30%. Both of these results are obtained when LP or-
der is kept 8, which is hypothesized as optimal (through an analysis as discussed
in subsection 4.3.2). To that effect, the LP order is fixed as 8 for the rest of the
experiments in this section.

Additional experimental results to observe the impact of subband filters, and
dimension of feature vector as shown in Table 4.18. While keeping the LP order

Table 4.18: Effect of Number of Subband Filters on EER.

No. of Subband
Filters

%EER
(GMM)

%EER
(CNN)

Dev Eval Dev Eval
40 6.77 17.30 6.08 15.21
60 6.85 19.01 4.87 17.70
80 7.14 20.47 4.16 18.29

100 7.93 18.28 5.21 17.72
120 8.40 16.32 6.78 15.26
140 9.10 16.79 7.53 14.83
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as 8, the number of subband filters in the filterbank are varied from 40 to 140.
It can be observed that the best performance on the Eval set using GMM as a
classifier is 16.32%. This is obtained when the number of subband filters is 120.
Furthermore, when CNN is used as the classifier, the best performance of 14.83%
EER is observed, when the number of subband filters is 140. These observations
indicate that the optimized LP order for replay spoof detection on the ASVSpoof
2019 PA dataset is 8. However, the performance of the countermeasure system is
also improved by increasing the number of subband filters, i.e., by increasing the
spectral resolution in the frequency domain.

4.4 U-Vector

Replay SSDs have been known to exploit acoustical features, such as spectral,
time-domain, cepstral, and excitation source [206]. The spectral differences be-
tween genuine and replayed signal (as shown in [207]), can possibly relate to
the “richness” of information of the two signals. This richness of information
is captured by a joint representation of signals both in the time and frequency do-
main simultaneously, obtained using Time-Frequency Distributions (TFD). These
representations are limited by the Heisenberg’s uncertainty principle [6], in the sig-
nal processing framework (detailed proof given in Appendix E). The TFD func-
tions are used to represent energy spectral density of signals jointly in time and
frequency-domains [208–210], and the richness of information, is represented by
the area of the Heisenberg’s box [211]. This area is characterized mathematically
by Time-Bandwidth Product (TBP). A large value of TBP represents more infor-
mation content of the signal in the duration under consideration. TBP is an in-
dication of characteristics of a stochastic (random) process that has produced the
signal, i.e., its sample functions under consideration. The value of TBP can be as-
sociated with the number of sample points needed to generate the distribution of
the stochastic process [170, 211]. In this section, we propose the uncertainty vector
(U-Vector), which is based on capturing the richness of information in the sig-
nal using Heisenberg’s uncertainty principle. Subsequently, the other two feature
vectors, namely, t-vector and ω-vector are also introduced in this work represent-
ing the time and frequency-related components of the speech signal, respectively.
These feature vectors, unlike the other handcrafted features are easy to reproduce,
thereby acting as an effective candidate for practical deployment of SSD for ASV
systems.
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4.4.1 Time-Bandwidth Product (TBP)

Uncertainty measures the randomness of the process by which the signal is gen-
erated. A naturally uttered speech signal has uncertainty because no two similar-
sounding speech signals are exactly the same, i.e., there will be variance. Hence,
there is an intrinsic variance to it created naturally due to the non-linear nature
of speech production mechanism. However, in the case of a replayed signal, the
variance to the replayed version is due to the added acoustic noise of the play-
back environment and the playback device, which are considered (or modelled)
to be Linear Time-Invariant (LTI) systems. Therefore, there exists difference be-
tween a genuine and replayed speech w.r.t. the TBP. Hence, TBP could help by
distinguishing signals as genuine or spoof, based on the information content of
the signals. The significance of this study is that unlike conventional spoof detec-
tion techniques based on cepstral features, TBP-based features gives comparable
performance without going into cepstral-domain.

All practical non-stationary signals are finite in duration and have finite band-
width. Let x(t) be a signal having Fourier transform, X(ω) = F{x(t)}. If X(ω)

was to decay quickly in high frequency region, then it means that x(t) must have
regular time variations. This means that the energy of x(t) has to be spread over a
longer range [6]. The time spread can be restricted by doing the following opera-
tion given by:

xs(t) = x
( t

s

)
, (4.46)

where the scaling factor, s < 1. Similarly, its Fourier transform can be given by
using time-scaling property [212]:

Xs(ω) = |s|X(sω). (4.47)

Eq. (4.47) shows that the Fourier transform is dilated by 1
s . Thus, it shows that

being able to gain time localization counter-effects in the frequency domain and
vice-versa [212].

The energy spread in the time and the frequency domain is restricted by Heisen-
berg’s uncertainty principle in the signal processing framework [?]. This principle
is originally developed in quantum mechanics literature, where it is not possible
to find the position and momentum of a particle simultaneously [213]. Hence, the
average location of a particle (signal) x(t) ∈ L2(R), (i.e., Hilbert space of finite
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energy signals) is given by:

t̂ =
∫ ∞

−∞

1
||x||2 t|x(t)|2dt, (4.48)

and the average momentum is given by:

ω̂ =
∫ ∞

−∞

1
2π||x||2 ω|X(ω)|2dω, (4.49)

where ||x|| represents the L2 norm of the signal x(t) in Hilbert space. The eq. (4.49)
is also called as effective bandwidth as defined by Gabor [214]. The variances
around these averages, i.e., σ2

t and σ2
ω denote the uncertainty in specifying the

location and momentum of the particle, respectively. In particular,

σ2
t =

∫ ∞

−∞

1
||x||2 (t− t̂)2|x(t)|2dt, (4.50)

and the average momentum is given by:

σ2
ω =

∫ ∞

−∞

1
2π||x||2 (ω− ω̂)2|X(ω)|2dω. (4.51)

From eq. (4.46) and eq. (4.47), it can be said that the expansion of the signal in one-
domain corresponds to compression in another-domain. Therefore, the product
σ2

t σ2
ω is constant and is called a s Time-Bandwidth Product (TBP). Furthermore,

TBP also represents the area of Heisenberg’s box, which describes the “richness”
of information in the given segment of the signal under consideration [144, 170,
215]. This is because the total number of samples required to represent the sig-
nal, i.e., the number of degrees of freedom in the signal, is equal to the value of
TBP [216]. The value of TBP is found to be a constant for non-stationary signals,
such as speech signals. From eq. (4.46) and eq. (4.47), it can be said that the expan-
sion of the signal in one-domain corresponds to compression in another-domain.
Thus, there exists an inverse relation between the spread of the signal in either of
the domains. Therefore, the product σ2

t σ2
ω is constant and is called as the Time-

Bandwidth Product (TBP). Furthermore, TBP also represents the area of Heisen-
berg’s box, which describes the “richness” of information in the given segment
of signal under consideration [144, 170, 215]. This is because the total number of
samples required to represent the signal, i.e., the number of degrees of freedom
in the signal, is equal to the value of TBP [216]. The value of TBP is found to be a
constant for non-stationary signals, such as speech signals.
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From the definitions of variances in time and frequency of a signal in eq. (4.50)
and eq. (4.51), the lower bound on TBP is given by the uncertainty principle [6].
In particular, the time variance (σ2

t ) and the frequency variance (σ2
ω) of a signal x(t) ∈

L2(R) satisfy (proof is given in Appendix E):

σ2
t σ2

ω ≥
1
4

. (4.52)

This means that the smallest possible area covered by Heisenberg’s box is 0.25,
which is obtained when the signal under consideration is Gaussian in nature [6].
In this work, the values of σ2

t , σ2
ω, and the product σ2

t σ2
ω are used to extract dis-

criminative features for the replay SSD task.

4.4.2 U-Vector Feature Extraction

The feature extraction for the replay SSD task is based on the hypothesis that both
genuine and spoof utterances possess differences in their spectral energy density
and hence, should possess different TBP. This difference in TBP is used as a dis-
criminative acoustic cue for the replay SSD task. Figure 4.23 shows a schematic

Figure 4.23: Functional block diagram of the proposed t-vector, ω-vector, and u-
vector.

representation of the feature extraction procedure of u-vector, t-vector, and ω-
vector. Any speech signal x(t) is multi-component in nature and hence, it is first
passed through a filterbank. Here, the signal is bandpass filtered using the Gabor
filterbank to get several subband signals xi(t), where i ∈ [1, 40] [217]. A linearly-
spaced Gabor filterbank having 40 subband filters is used because of its optimal
time and frequency resolution [6,10]. Each of the subband output signals is frame-
blocked with a window size of 70 ms (experimentally chosen), and window shift
duration of 10 ms. For each of these frames, both σ2

t and σ2
ω are computed using

eq. (5) and eq. (6) and hence, three different vector representations of the input
speech signal are obtained. Logarithm operation is performed on σ2

t and σ2
ω to

give t-vector and ω-vector representations of the speech signal. Similarly, loga-
rithm on the product σ2

t σ2
ω results in u-vector, where u represents the uncertainty
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of the input speech signal. Here, Discrete Cosine Transform (DCT) was found to
degrade the performance of the proposed feature sets. Hence, all the subsequent
operations, namely, Cepstral Mean and Variance Normalization (CMVN), veloc-
ity, and acceleration coefficients, are not considered here for analysis. We have

log(σ2
t σ2

ω) = log(σ2
t ) + log(σ2

ω), (4.53)

u− vector = t− vector + ω− vector. (4.54)

Equation (4.54) describes the relation between u-vector, t-vector, and ω-vector.
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Figure 4.24: Representation of a genuine speech signal (Panel-I) vs. representation
of a spoof speech signal (Panel-II): (a) speech signal, (b) t-gram, (c) ω-gram, (d) u-
gram, (e) CQT-gram, (f) spectrogram, and (g) Mel-spectrogram. Ordinate values
of the Panel-II subplots are similar to that of Panel-I. Abscissa values of 4.24 (a)-(f)
are similar to that of Figure 4.24 (g).

The time-frequency representation of u-vector, t-vector, and ω-vector for an
utterance is denoted by u-gram, t-gram, and ω-gram, respectively. Figure 4.24
shows the effect of the replay channel on the genuine speech signal. Panel-I and
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Panel-II show the analysis on genuine and spoof speech utterance, respectively. It
can be observed that, amongst t-gram and ω-gram, t-gram shows more discrimi-
nating ability for genuine vs. replay spoof speech signal. The t-vector corresponds
to the variance of the given frame-blocked signal for a particular subband filter
output. The lesser the signal spread, the lesser would be its variance and hence,
the more localized the signal is. The replay spoof signal consists of additional
components coming from the replay channel and the reverberation coming from
the acoustic environment. Because of these components and distortions, the re-
play signal appears to be more spread in the time domain as compared to its
genuine counterpart. This leads to an increase in the time variance (σ2

t ). This
fact is clearly visible in Figure 4.24(b), as the t-gram for genuine speech signal
has more black-coloured regions representing lesser σ2

t than that for the replay
speech signal. This shows that t-vector is effective in distinguishing between
sharp and gradual changes along the speech segment. The value of the σ2

ω, on
the other hand, increases with an increase in the center frequencies of the sub-
band filters. ω-gram for genuine and spoof speech utterances appears to be the
same. It could also be observed that this might be the reason that ω-vector could
not perform well For the SSD task. It is also observed that the value in ω-vector is
dominant in the high-frequency regions and much lower in the low-frequency re-
gions (as represented by the black-colored regions). In addition, speaker-specific
cues are known to exist more in the high-frequency regions as compared to the
low-frequency regions [218–221]. This inherent attribute of ω-vector eliminates
the need for highpass filtering at the pre-processing step for effective SSD task.
Thus, higher values of σ2

ω and its ability to emphasize high-frequency regions ef-
fectively compensate the lower values of σ2

t and its ability to easily identify sharp
regions make their summation, i.e., the u-vector, superior to σ2

t and σ2
ω. How-

ever, in ω-gram the low-frequency regions are quite suppressed, and therefore,
this can be the possible reason as to why considerably large window size 70 ms
gives better %EER, as shown in the results presented in subsection 4.4.4. Hence,
large window size is a direct implication of the constraints imposed by Heisen-
berg’s uncertainty principle on the low-frequency components of the speech sig-
nal. We also included Constant Q Transform (CQT)-gram, spectrogram, and Mel-
spectrogram for comparison with the proposed representations. The highlighted
region in Figure 4.24(b), 4.24(d), 4.24(e), 4.24(f), and 4.24(g) shows differences be-
tween the genuine, and spoof parts of the same region of an utterance. It can
be observed from Figure 4.24(d), that u-vector shows more discriminative ability
in the high-frequency region. Moreover, u-gram also shows comparatively more
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spectral fading in high-frequency region, which is a peculiar feature of a replayed
speech utterance [222].

4.4.3 Setup

• Dataset Used: For evaluating the performance of u-vector, t-vector, and ω-
vector, the ASVSpoof 2017 v2.0 dataset is used whose details are given in
subsection 3.3 of Chapter 3.

• Classifiers Used: The classifiers used were GMM (with 512 mixtures), CNN,
and LCNN.

4.4.4 Experimental Results

Figure 4.25 shows the variation of % EER obtained for various window sizes (in
ms) for the u-vector performed on Dev set of the ASVSpoof 2017 V2.0 dataset.
Amongst these, the window size that gave the best % EER is chosen (70 ms) and
is used for finding evaluation results. Table 4.19 shows the performance of the

Figure 4.25: Variation of % EER vs. window size (ms) for u-vector.

feature sets. The symbol ⊕ denotes the score-level fusion. The results of the pro-
posed feature set are compared against the baseline CQCC that gives 12.27% and
18.81% EER on Dev and Eval sets, respectively. Similarly, the performance of
the MFCC and LFCC feature sets is also shown in Table 4.19. GMM classifier is
used unless stated otherwise. From Table 4.19, it can be observed that the perfor-
mance of u-vector and t-vector is superior to the baseline CQCC (S1), MFCC (S2),
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Table 4.19: Results on Dev and Eval sets for systems trained on GMM, CNN, and
LCNN.

Feature Set % EER
Dev Eval

CQCC (S1) 12.27 18.81
MFCC (S2) 22.39 25.34
LFCC (S3) 17.30 17.00

t-vector 7.63 15.58
ω-vector 26.37 33.62

u-vector (S4) 7.72 13.53
u-vector-CNN 14.73 21.10

u-vector-LCNN 24.21 26.88
u-vector ⊕ CQCC 7.47 12.48
u-vector ⊕MFCC 6.82 12.11
u-vector ⊕ LFCC 7.48 12.02

t-vector ⊕ ω-vector 6.15 14.94
S1 ⊕ S2 ⊕ S3 9.95 14.30

S1 ⊕ S2 ⊕ S3 ⊕ S4 6.66 11.99

and LFCC (S3) feature sets. u-vector (40 linearly-spaced Gabor subband filters)
gives an absolute reduction of 4.55% and 5.28% in % EER on Dev and Eval sets,
respectively, when compared to the baseline system. Furthermore, experiments
performed for Mel-spaced Gabor subband gave results as 26.03% and 26.9% on
Dev and Eval sets, respectively. Since u-vector emphasizes more in the higher
frequency regions, placing fewer subband filters in high frequency regions as in
case of Mel-spaced subband filters, is the possible reason for these results. Hence,
the Gabor filters are linearly-spaced in this work. In addition, t-vector gave an
absolute reduction of 4.64% and 3.23% in EER on Dev and Eval sets, respectively,
when compared to the baseline system. Table 4.19 also shows that the GMM clas-
sifier gives superior results when compared with CNN and LCNN classifiers, as
these deep learning classifiers require a large amount of training data. Score-level
fusion of u-vector with LFCC gave the best EER of 8.77% and 12.02% on Dev and
Eval sets, respectively, suggesting that both the feature sets encapsulate comple-
mentary information. The result is further improved on fusion of systems S1, S2,
S3, and S4 over the fusion of systems S1, S2, and S3.

Figure 4.26 shows the DET plots for the CQCC, MFCC, LFCC, u-vector, and
score-level fusion of all the feature sets. u-vector-based SSD system shows the
best performance amongst all individual systems. The performance of the score-
level fusion of all the system is shown by the black dotted line, which gives EER
of 11.99%.
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Figure 4.26: DET curves for replay SSD system. The individual DET curves for
u-vector (proposed), t-vector, ω-vector, CQCC, MFCC, LFCC on (a) Dev set, and
(b) Eval set.

4.5 Chapter Summary

This chapter proposed three feature sets for the replay SSD task, namely, CFCCIF-
QESA, optimized LFRCC, and u-vector. The CFCCIF-QESA feature set incorpo-
rates the quadrature phase along the in-phase component of the speech signal,
which helps to capture additional information of the signal. The significance
of incorporating quadrature phase is shown through mutual information (MI)-
based analysis. Furthermore, the performance of the CFCCIF-QESA feature set
is validated on various datasets, such as ASVSpoof 2015, ASVSpoof 2017 v2.0,
ASVSpoof 2019, VSDC, ReMASC, and BTAS 2016, and it is found that the addition
of quadrature phase enhances the performance of the SSD system, as compared to
the existing CFCCIF-ESA feature set. Additionally, the optimized LFRCC feature
set is evaluated for replay SSD on the ASVSpoof 2019 PA dataset. It is found that
the optimal order for linear prediction is not the same as that needed for the replay
SSD task. Furthermore, Heisenberg’s uncertainty principle in the signal process-
ing framework is exploited to design the u-vector feature set. The u-vector further
results from two feature sets, namely, t-vector and ω-vector. The performance of
each of these feature sets is evaluated on the ASVSpoof 2017 v2.0 dataset.

When considering the real-world scenario where an attacker is an external en-
tity who is free to select any strategy of generating the spoofed signal, the reliabil-
ity of the present SSD systems on a specific attack type prevents them from being
built as a generalized SSD system. This is mostly because the current SSD systems
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rely on spoofed signal characteristics to determine whether a speech utterance is
spoofed. Therefore, by utilizing the characteristics of genuine (live) speech rather
than spoofed speech, VLD systems represent a promising step towards address-
ing this issue. In this context, the next chapter is aimed to design efficient VLD
system.
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CHAPTER 5

Features for Voice Liveness Detection (VLD)

5.1 Introduction

In the last chapter, we saw the implications of real wavelet transform (i.e., audi-
tory transform) to develop the CFCCIF-QESA feature set for the replay SSD task.
In this chapter, 1 we present the application of analytic wavelet transform (using
various analytic wavelets) for the VLD task. In particular, this chapter is based on
the VLD task of detecting live speech using pop noise as the discriminating acous-
tic cue, where microphones have the ability to capture the effect of the breath in
the form of pop noise generated from live speech [27, 85, 86]. Pop noise is a com-
mon distortion in live speech, occurring due to the proximity of the live speaker’s
mouth with the microphone [27]. During natural (live) speech production, the

1This Chapter is based on the following publications:

• Priyanka Gupta, and Hemant A. Patil, "Voice Liveness Detection Using Morse Wavelet
Transform", submitted in Computer, Speech & Language, Elsevier, 2023, 31 pages.

• Priyanka Gupta, and Hemant A. Patil, “Significance of Distance on Pop Noise for Voice
Liveness Detection," in International Conference on Speech and Computer (SPECOM), S.
R. Mahadeva Prasanna, Alexey Karpov, K. Samudravijaya, and Shyam S. Agrawal (Eds.),
Lecture Notes in Computer Science (LNCS), vol 13721, pp. 226-237, 2022, Springer.

• Priyanka Gupta, Siddhant Gupta and Hemant A. Patil, “Voice Liveness Detection using
Bump Wavelet with CNN," in International Conference on Pattern Recognition and Ma-
chine Intelligence (PReMI), Lecture Notes in Computer Science (LNCS), 2021, Springer.

• Priyanka Gupta, and Hemant A. Patil, "Effect of Speaker-Microphone Proximity on Pop
Noise: Continuous Wavelet Transform-Based Approach" in the 13th International Sympo-
sium on Chinese Spoken Language Processing (ISCSLP), Singapore, pp. 110-114, Dec. 11-
14, 2022.

• Priyanka Gupta, Piyushkumar K. Chodingala and Hemant A. Patil "Morlet Wavelet-Based
Voice Liveness Detection using Convolutional Neural Network", in 30th European Signal
Processing Conference (EUSIPCO), Belgrade, Serbia, pp. 100-104, 29 Aug. -02 Sept., 2022.

• Priyanka Gupta, Piyushkumar K. Chodingala, and Hemant A. Patil, “Morse Wavelet Fea-
tures for Pop Noise Detection," in 2022 International Conference on Signal Processing and
Communications (SPCOM), Bangalore, India, July 11-15, 2022, pp. 1-5.
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airflow from the lungs causes the vocal folds to vibrate (during voiced sounds),
which excites the vocal tract system (that is modelled as a cascade of 2nd order res-
onators). The airflow, after passing through the cascade of 2nd order resonators,
reaches the mouth, where the place and manner of articulation depend on the type
of phoneme being uttered, causing a burst of air from the lips. If the sound is
captured by the microphone at a small distance from the speaker, the microphone
captures the speech along with energy released due to the friction between the
lips as bursts of airflow, which is termed as pop noise. The energy of pop noise
is expected to decrease with distance (also observed experimentally in this thesis
work). This inverse relationship between distance and the energy of pop noise
can be used to detect replay attacks (assuming the attacker records live speech
from a considerably large distance, discreetly from the speaker). Therefore, the
inability of the attacker to place the recording device near the speaker leads to the
recording of a diminished (or no) pop noise. Furthermore, it is known that on
playing the speech with the help of a playback device (or loudspeaker), the loud-
speaker fails to reproduce the pop noise [89, 90]. Therefore, irrespective of the al-
gorithm used for generating the spoofed signal, during the mounting of the spoof-
ing attack, pop noise is weakly reproduced by the loudspeaker. This makes pop
noise an important acoustic cue to distinguish live speech from spoofed speech
played using loudspeaker devices. This has led to research on VLD focused on
pop noise [27, 87, 88, 101]. So far, the research in this direction is only on the rise,
and the majority of the existing approaches use features with linear resolution in
the frequency-domain, such as STFT.

5.2 CWT-Based Approach

Given that STFT has a fixed resolution in time and frequency-domains [6], we
make use of the Continuous Wavelet Transform (CWT), which has improved fre-
quency resolution at lower frequencies, as shown in Figure 5.1. The analytic CWT
of a real-valued signal x(t) is denoted by Wax(a, b), and is given by [6]

Wax(a, b) =< x(t), ψa,b(t) >,

=
1√
a

∫ ∞

−∞
x(t)ψ∗

(
t− b

a

)
dt,

(5.1)

where < ·, · > indicates inner product operation to compute wavelet coefficients,
and ∗ denotes complex conjugate. The dilation (scaling) coefficient is denoted by
a, and translational (positional) coefficients are denoted by b. It should be noted
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that the key difference between eq. (4.31) and eq. (5.1) lies in the use of real and
analytic wavelets, respectively.

Given that the pop noise exists in low-frequency regions, CWT-based pro-
posed approach effectively captures distinguishing acoustic cues between live
and non-live speech. The CWT-based time-frequency representations are known
as scalograms, which are computed as |Wax(a, b)|2 from equation (5.1) [6]. Fur-

Figure 5.1: Tiling of the Time-frequency plane for STFT vs. CWT. After [6].

thermore, CWT can be seen as a filtering approach with lowpass and highpass
filtering at various scales, which span the entire time-frequency plane. However,
the area of Heisenberg’s box (details are given in Appendix E) remains constant,
and its value depends on the type of mother wavelet function chosen for estimat-
ing CWT. Furthermore, similar to the STFT, energy conservation is preserved in
analytic WT as well, which is expressed mathematically as [6]:

∫ +∞

−∞
|x(t)|2dt =

1
Cψ

∫ +∞

0

∫ +∞

−∞
|Wax(a, b)|2db

da
a2 . (5.2)

In this work, we include discussions pertaining to analytic wavelets for the
VLD task. The motivation to choose analytic wavelets in this work comes from the
fact that the signal form used to analyze analytic wavelet properties, comes from
the model used to synthesize speech as in [223]. Furthermore, analytic wavelets
are known to be used for the analysis of oscillatory signals [214, 224]. These oscil-
lations are encoded in the signal in the form of zero-crossings in a speech signal
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and hence, also in its IF [225]. To that effect, IF is detected using analytic function
generation. In particular, speech can be modelled as an AM-FM signal, which is
an oscillatory signal, whose IF estimation is done using analytic wavelets (e.g.,
methods such as the classic Delprat’s algorithm for IF estimation [226]). Apart
from this, the analytic CWT is robust to noise and stable to perturbations and
higher-order modulations, which makes it suitable for feature extraction.

In this chapter, we propose to exploit analytic wavelet-based approaches for
pop noise detection for the VLD task. To that effect, three feature sets, namely,
Bump wavelet-based, Morlet wavelet-based, and Generalized Morse Wavelet (GMW)-
based features are proposed. The organization of the chapter is as shown in
Figure 5.2. We begin by discussing analytic Bump wavelet-based features and

Figure 5.2: Flowchart of the contents of this Chapter w.r.t. the Proposed CWT-
Based Features for VLD.

the corresponding analysis of experimental results. This is followed by Morlet
wavelet-based features, due to the fact that Morlet wavelet is closely related to
human perception (for both hearing and vision) [66]. However, the issue of se-
lecting an appropriate wavelet remains. To alleviate this issue, we further propose
GMW-based features, where GMWs are considered as the superfamily of analytic
wavelets. Notably, to the best of the author’s knowledge and belief, this is the
first work of its kind to report the use of GMWs in speech technologies, more
so for liveness detection of speech. To that effect, this chapter presents detailed
experimental results on GMWs w.r.t. various evaluation factors, such as varying
feature parameters, frequency range, the effect of classifier structure, the effect of
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speaker-attacker distance, and the effect of speaker-microphone distance.

5.3 Bump Wavelet-Based Features

5.3.1 Proposed Approach

Live speech contains pop noise, which is caused by sudden burst of human breath
on the microphone [26]. Time-frequency representations, such as spectrograms,
have been used in the past to locate the pop noise event in speech signals [27, 87].
However, to get better detection of pop noise, we propose CWT-based features
using Bump wavelet in this work. The mother Bump wavelet is defined in the
frequency-domain and is given by [227]:

Ψ(sω) = e

(
1− 1

1−(sω−σ)2/σ2

)
1[(µ−σ)/s,(µ+σ)/s], (5.3)

where 1[(µ−σ)/s,(µ+σ)/s] is the indicator function over the interval [(µ− σ)/s, (µ +

σ)/s]. In eq. (5.3), the value of µ lies in the interval [3, 6], whereas the value of σ

lies in the interval [0.1, 1.2]. For smaller values of σ, we get a wavelet with superior
frequency resolution as compared to the time resolution. On the other hand, for
larger values of σ, we get a wavelet with superior time resolution as compared to
the frequency resolution. For our experiments in this study, we have taken µ = 5
and σ = 0.6. These values enable us to get optimum resolution in both the time
and frequency-domains. The proposed algorithm (as shown in Algorithm 4) uses
CWT coefficients corresponding to lower frequency regions, so that the pop noise
event is detected efficiently. Figure 5.3 shows the bump wavelet-based scalograms
of the word ’thong’. There is a distinct signature of the pop noise in a live speech
signal, as shown in Panel I. On the other hand, the pop noise signature is absent
for the case of non-live speech as shown in Panel II of Figure 5.3.

In our experiments, the lowest frequency bin is found empirically at 6.4564
Hz, and two consecutive bins are separated by a factor of 1.0718. Therefore, the
index k of the bin corresponding to 40 Hz is calculated as:

40 = (1.0718)k ∗ 6.4564. (5.4)

Hence, to estimate frequency region below 40 Hz, we get the nearest integer k =

27 for the frequency bin corresponding to 41.9537 Hz. This is the region where the
pop noise is expected to be located. To that effect, scalogram images are extracted

105



Figure 5.3: Panel I represents the case of presence of pop noise (genuine or live
speech). Panel II represents suppressed pop noise (spoofed speech) due to the use
of pop filter. (a) Time-domain signal for the word ’thong’, (b) corresponding scalo-
gram, and (c) selected region of scalogram in (b) corresponding low-frequency
(0 − 40 Hz). Solid boxes in Panel I indicates the presence of pop noise, while
corresponding dotted boxes in Panel II indicates that the pop noise has been sup-
pressed by the use of pop filter.

Figure 5.4: Proposed Approach for the VLD task.

corresponding to only those 27 wavelet coefficients, as shown in Algorithm 4.
Each scalogram image is of the size 3× 512× 512.

5.3.2 Setup

• Dataset: The experiments are performed on the POCO dataset. In particular,
genuine (live) utterances are taken from the RC-A subset, and the spoofed
utterances are taken from the RP-A subset. For the experiments, the utter-
ances are divided into training and Eval sets with details as shown in Table
5.1.

For distance-wise analysis, the RC-B subset of the POCO dataset is used
since it consists of a microphone array of 15 microphones. The arrangement
of the speaker in front of the microphone array is described in Figure 3.1 in
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Algorithm 4 Bump Wavelet-based Feature Extraction for the VLD task.

1: procedure FEAT(x) ▷ x is the speech signal
2: w_name=‘bump’ ▷ Taking Bump wavelet
3: [cwt_coeffs, F]← cwt(x, w_name)
4: Low_bins← find (bins≥ 27) ▷ 27 bins correspond to 0 to 40 Hz
5: Low_coeffs← cwt_coeffs (Low_bins)
6: Pop_energy = [abs (Low_coeffs)]2

7: rescaled_energy=rescale(Pop_energy)
8: ind_image=im2uint8(rescaled_energy) ▷ Convert to 8-bits unsigned

integers
9: Scalogram=ind2rgb(ind_image) ▷ Convert to RGB image

10: end procedure

Table 5.1: Statistics of the POCO Dataset for the Experiments.

Partition # Utterances # Speakers
Male Female

Training 13552 26 27
Evaluation 3432 6 7

Chapter 3. Furthermore, due to the arrangement of the microphones, each
of the microphones is at a particular distance from the speaker. The details
w.r.t. this arrangement along with the distance calculations are shown in
Table 3.10 in Chapter 3.

• Classifier: For classification, CNN is used as the classifier having the ar-
chitecture as shown in Figure 5.5, wherein we use three convolution layers
and three fully-connected layers. Each convolution layer consists of a 2-
D convolution operation with a kernel size of 3 × 3. Batch normalization
is done for the output of the convolution operation to remove irregulari-
ties. Batch normalization normalizes the intermediate outputs of each layer
within a batch during training, making the optimization process more stable
and faster. By reducing internal covariate shift, batch normalization allows for
higher learning rates, accelerates convergence, and improves generalization
performance, leading to better and more efficient neural network training.
An internal covariate shift occurs when there is a change in the input distri-
bution to our network. When the input distribution changes, hidden layers
try to learn to adapt to the new distribution. This slows down the train-
ing process. If a process slows down, it takes a long time to converge to a
global minimum. Further, a max-pooling operation is then performed with
a kernel size of 3× 3. Each of the three convolution layers follows the same
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structure. The output of the final layer is then flattened (i.e., converted to
a 1-D representation), and fed to a cascade of three fully-connected layers.
The output of the final fully-connected layer is a single numerical value. The
final output is then activated using the Sigmoid activation function to con-
vert the value into a probability. All the hidden layers in the network apply
ReLU activation function to introduce non-linearities into the output. Since
the task is binary classification, binary cross-entropy is used as the loss func-
tion. Optimization is done using stochastic gradient descent with a learning
rate of 0.0001. The network was trained with a batch size of 32 for a total of
500 epochs.

Input Conv2 Conv3 Conv4 FC1 FC2 FC3 Output

3x512x512
9248

Figure 5.5: The CNN architecture used for classification of the proposed bump
wavelet-based scalogram features. After [7].

5.3.3 Speaker-Microphone Distance-Based Analysis

In this subsection, we illustrate the effect of distance between the speaker and the
microphone on the energy of pop noise. To that effect, Figure 5.6 depicts 3 cases,
where the distance between the microphone and speaker’s mouth is taken to be
as 5 cm, 5.39 cm, and 6.42 cm, as Panel-I, II, and III, respectively. The utterance
spoken is ‘dad’ taken from the POCO dataset. The time-domain representation of
the signal in Figure 5.6 Panel-I, shows that the pop noise is dominantly present as
indicated by the red rectangular box. This is the case, where the speaker’s mouth
is the closest to the microphone (i.e., at 5 cm). Similar observation in Panel-I can
be made from the corresponding CWT-based scalogram representations over the
entire frequency range till f s/2(i.e., full frequency) as well as low frequency scalo-
gram representations, where the presence of pop noise energy is highlighted via
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Figure 5.6: Panel I, Panel II, and Panel-III represent the varying distance of the
speaker from the microphone, i.e., 5 cm, 5.39 cm, and 6.42 cm, respectively, for
(a) time-domain signal for the word ‘dad’, (b) corresponding scalogram, and (c)
selected region of scalogram in (b) corresponding to low-frequency (0− 40 Hz).
Solid boxes in red indicate the presence of pop noise.

red boxes. Following this, the distance between the speaker’s mouth and the mi-
crophone is increased to 5.39 cm in Panel-II. It can be noted that even though
the pop noise is not visible dominantly in the time-domain representation, it is
captured by the scalogram-based time-frequency representation. However, the
strength of pop noise energy is degraded as compared to Panel-I. Lastly, Panel-III
shows the case, when the speaker’s mouth is at the farthest distance from the mi-
crophone, i.e., 6.42 cm. In this case, the pop noise energy has the lowest strength,
for time-domain representation, as well as the scalogram-based representations.
The word chosen for this analysis is ’dad’, which predominantly contains plo-
sives.

Apart from the distance, the strength of pop noise captured also depends on
the type of phonemes present in the word uttered in front of the microphone.
Phonemes are produced from a combination of vocal fold and vocal tract ar-
ticulatory features, where the articulatory features correspond to the vocal fold
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state (open or closed), and the tongue position (front, central, and back), i.e., place
and manner of articulation. In this work, we discuss the analysis w.r.t. six types
of phonemes, namely, plosives, fricatives, whisper, affricates, nasal, and liquids,
where the pop noise strength is estimated using Algorithm 5.

Algorithm 5 Proposed Algorithm for Pop Noise Energy Estimation Using Bump
Wavelet for VLD.

1: procedure ENERGY_POP(x) ▷ x is the speech signal
2: w_name=‘bump’ ▷ Taking Bump wavelet
3: [cwt_coeffs, F]← cwt(x, w_name)
4: Low_bins← find (bins≥ 27)
5: Low_coeffs← cwt_coeffs (Low_bins)
6: Pop_energy = [abs (Low_coeffs)]2

7: [r,c]=size(Pop_energy)
8: for i← 0 : r do
9: E_LF(i)=sum(Pop_energy(i,:))

10: end for ▷ Each row of E_LF has energy for 1 frequency bin
11: Emean=mean(E_LF)
12: end procedure

To that effect, Figure 5.7 shows the various cases of phoneme categories and
the effect of distance on the strength of the pop noise. The trend of pop noise
energy is shown with the help of the dotted lines, also referred to as ‘trend-
lines’. The trendline equations are estimated using the in-built exponential trend-
line in Microsoft Excel. In particular, for the case of plosives (as shown in Fig-
ure 5.7 (a)), the Bump wavelet-based method shows trendline with the equation
y = 0.44e−0.233x, and the baseline STFT-based method shows trendline with the
equation y = 0.25e−0.204x. Therefore, we can say that the exponential trendline
for the Bump wavelet-based method shows relatively more rapid decay as com-
pared to the trendline of STFT. An efficient VLD system should be able to capture
more pop noise at smaller distances; and it should also fail to capture pop noise
at sufficiently larger distances, thereby having a more rapidly decaying trendline.
Therefore, Figure 5.7 (a) shows that the proposed Bump wavelet-based method
of pop noise detection is more suited for the VLD task, as compared to the tra-
ditional STFT-based method. Similar behaviour of trendlines can be observed in
the cases of fricatives, whisper, and affricates, as shown in Figure 5.7 (b), (c), and
(d). Hence, the suitability of wavelet-based approach is further enforced in these
phonemes, as compared to STFT-based method. However, for nasal and liquids,
we see an almost constant-like trendline, which shows that the distance does not
affect the pop noise energies in nasals and liquids. Given that liquids are semi-
vowels [10], they have very less or no pop noise, because the nasal cavity is large
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(a) Plosives (b) Fricatives

(c) Whisper (d) Affricates

(e) Nasal (f) Liquids

Figure 5.7: Pop noise energies of various phonemes plotted w.r.t. the distance of
the speaker from various microphones for the case, when the speaker is at a dis-
tance of 5 cm from Mic 7. The pop noise energies are obtained using the proposed
Bump wavelet-based approach given via Algorithm 5. The trendlines in each of
the sub-figures indicate that the energy of pop noise decreases with the distance
of the speaker’s mouth from the microphone.

in volume. For the case of nasal sounds, the spectrum is dominated by the low
frequency resonance of the large volume of the nasal cavity [10], thereby having
dampened impulse response, which in turn means that the nasal cavity has a large
−3 dB bandwidth and hence, relatively more energy loss into the system.

5.3.4 Experimental Results

In this subsection, we present the experimental results for the Bump wavelet-
based features using a CNN classifier for the VLD task. We compare the per-
formance of the Bump wavelet-based features with STFT-based baseline features.
For fair comparison, both the performances are using CNN as the classifier. We
show comparative word-wise VLD accuracies in Figure 5.8. It can be observed
from the Figure 5.8 that our proposed bump wavelet-based feature set performs
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better for almost every word from the dataset.

Figure 5.8: Word-wise VLD accuracy of STFT-based baseline method vs. proposed
bump wavelet-based feature.

Furthermore, we grouped the words in the POCO dataset according to phoneme
types as described in Table 3.12 in Chapter 3. To that effect, the Table 5.2 shows the
phoneme-wise average VLD accuracy of the proposed method, compared with
the existing approaches. We observe that our proposed bump wavelet-based
scalogram approach performs better for all the phoneme-types. It can be ob-

Table 5.2: Phoneme-wise Average VLD Accuracy (in %).

Phoneme
Type

STFT-Based
Features

(Using SVM)
[26]

CQT-Based
Features

(Using SVM)
[102]

STFT-Based
Features

(Using CNN)
[103]

Bump Wavelet-Based
Proposed Features

(Using CNN)
[92]

Plosives 60.46 63.60 71.72 81.58
Whisper 68.44 73.29 76.83 81.09
Fricatives 67.66 73.78 75.55 80.77
Affricates 58.26 68.92 71.83 78.53

Nasal 54.26 57.78 59.33 76.50
Liquids 69.78 57.16 56 69.87

served that using the proposed features, plosive, fricative, and whisper sounds
have higher VLD accuracy. This is justified by the nature of pop noise and its
dependence on the phoneme type. Plosive, whisper, and fricative sounds have
more breathing effects on the microphone as compared to other phonemes [26].
This argument can also be observed from Figure 5.9 and Figure 5.10, where one
sample word from each of the phoneme types is taken (i.e., ‘tip’ for plosive, ‘who’
for whisper, ‘laugh’ for fricative, ‘chip’ for affricate, ‘arm’ for nasal, and ‘run’ for
liquid phoneme types).
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5.4 Morlet Wavelet-Based Features

5.4.1 Proposed Approach

The most famous wavelet w.r.t. the historical development of wavelet research, is
the Morlet wavelet, which is a modulated Gaussian, and it is defined as [228]:

ψ(t) = ejω0te−t2/2, (5.5)

where ω0 is taken as 5 Hz for a standard Morlet wavelet. The Morlet wavelet is
obtained from a Gaussian window multiplied by a sinusoidal wave [6]. We have
considered Morlet wavelet because it is closely related to the human perception
process (for both hearing and vision) [66]. Moreover, CWT is related to constant-
Q filtering- a short-time analysis performed by the peripheral auditory system. In
particular, as per original investigations by Flanagan in [229], the wavelet func-
tion for the mechanical spectral analysis performed by the Basilar membrane in
the cochlea of the human ear is given by ψ(t) = (tω)2e−tω/2. Furthermore, Mor-
let wavelet is the first wavelet (named in honour of its first formal inventor Jean
Morlet, even though originally Haar wavelets were formally invented by Haar in
1910 [230]) of its kind in formal historical developments of wavelets in the geo-
physics literature for the detection of transients and improving the joint time-
frequency resolution of seismic signals [231]. Figure 5.11 shows the capturing of
pop noise in live (genuine or natural) speech signal using Morlet wavelet-based
CWT. It can be observed that the word ‘laugh’ contains fricative sound (such as, /
f/in ‘laugh’), which is produced due to turbulent airflow. It results in bursts of en-
ergy at low frequencies for a short-time period, characterizing the presence of pop
noise. However, for the case of spoofed speech, the pop noise is not significant, as
shown in Panel-II.

5.4.1.1 Handcrafted Morlet Wavelet-Based Features

CWT coefficients are extracted from the speech data of POCO corpus by taking
Morlet as the mother wavelet. CWT coefficients are found for frequencies ≤ 40
Hz, as shown in Algorithm 7. Furthermore, to keep the dimension (D) of feature
vector as 45 and also to extract the prominent energy of pop noise, the energies are
arranged in descending order, and the highest 45-D values are taken for extracting
the 45-D feature vector.
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Figure 5.11: Panel I represent the case of presence of pop noise (genuine or live
speech). Panel II represents suppressed pop noise (spoofed speech) due to the
use of pop filter: (a) time-domain signal for the word ’laugh’, (b) corresponding
Morlet wavelet-based scalogram, and (c) selected region of scalogram in (b) corre-
sponding low-frequency (0− 40 Hz). Solid boxes in Panel I indicate the presence
of pop noise, while corresponding dotted boxes in Panel II indicates that the pop
noise has been suppressed by the use of pop filter.

Algorithm 6 Proposed Handcrafted Morlet Wavelet-based Feature Extraction for
VLD.

1: procedure FEAT(x) ▷ x is the speech signal
2: w_name=‘amor’ ▷ Taking Morlet wavelet
3: [cwt_coeffs, F]← cwt(x, w_name)
4: Low_bins← find (0 < F ≤ 40 Hz)
5: Low_coeffs← cwt_coeffs (Low_bins)
6: Pop_energy = [abs(Low_coeffs)]2

7: M=mean (Pop_energy)
8: SD=standard_deviation (Pop_energy)
9: k← length (Low_coeffs)

10: while r ̸= 0 do
11: i = 1
12: Norm_Pop(i) = Pop_energy(i)−M

SD
13: k−− , i ++
14: end while
15: [sorted, index]← sort (Norm_Pop, descending)
16: Feat← Pop_energy (index(1:dim))
17: end procedure
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5.4.1.2 Low Frequency Morlet Scalogram-Based Features

Since pop noise most likely occurs at frequency regions ≤ 40 Hz, scalograms are
very well suited to extract energies at low frequencies because of the higher fre-
quency resolution of scalogram at lower frequencies. For our experiments, the
lowest frequency bin is set at 1.9826 Hz. The scale factor between 2 consecutive
bins is 1.0718. Therefore, the kth bin index corresponding to 40 Hz is calculated as:

40 = (1.0718)k ∗ 1.9826. (5.6)

Therefore, frequency region approximately below 40 Hz is found to be corre-
sponding to the nearest integer k = 44 frequency bins. Taking bin index below
k = 44, we get frequencies exactly below 41.9025 Hz. This is the region where
the pop noise is located. To that effect, scalogram images are extracted only corre-
sponding to 44 wavelet coefficients. Each scalogram image is of the size 512× 512.
These scalogram-based features are then fed as an input to the CNN classifier.

5.4.2 Setup

Similar to the setup as described in subsection 5.3.2, the POCO dataset is used
for the experiments on Morlet wavelet-based features. However, the data is par-
titioned into training, Dev, and Eval sets, as described in Table 3.11 in Chapter
3. CNN is used as the classifier with the same architecture as used for Bump
wavelet-based features in subsection 5.3.2. Similarly, for speaker-microphone distance-
wise analysis, RC-B subset of the POCO dataset is used with the microphone ar-
rangement and distance calculation as described in Table 3.10 in Chapter 3.

5.4.3 Speaker-Microphone Distance-Based Analysis

In this subsection, we show the effect of distance variability on the strength of
pop noise. To that effect, Figure 5.12 shows 3 cases, where the distance between
a speaker’s mouth and the microphone is varied as 5 cm, 10.78 cm, and 20.48
cm, as Panel-I, II, and III, respectively. The word spoken is ‘pink’ taken from the
POCO dataset. It can be observed that in time-domain representation of the sig-
nal, the pop noise is dominantly visible in Panel-I, where the speaker’s mouth is
the closest to the microphone (i.e., 5 cm). Similar observation can be made from
its CWT-based full-frequency as well as low-frequency scalogram representations,
where pop noise energy is highlighted in red boxes. Next, Panel-II shows when
the speaker’s mouth is at a distance of 10.78 cm from the microphone. It can be
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Figure 5.12: Panel I, Panel II, and Panel-III represent the varying distance of the
speaker from the microphone, namely, 5 cm, 10.78 cm, and 20.40 cm, respectively,
for (a) time-domain signal for the word ‘pink’, (b) corresponding scalogram, and
(c) selected region of scalogram corresponding low-frequency (0− 40 Hz). Solid
boxes in red indicate the presence of pop noise.

observed from Panel-II that the pop noise is not visible dominantly in the time-
domain representation. On the other hand, the scalogram-based time-frequency
representation is able to capture the pop noise energy in the low frequency re-
gions. However, the strength of pop noise energy is degraded as compared to
Panel-I. Lastly, Panel-III shows the case, when the speaker’s mouth is at the far-
thest distance from the microphone, i.e., 20.40 cm. One can observe the lowest
strength of pop noise energy in this case, for time-domain representation, as well
as the scalogram-based representations. For analysis purposes, in this subsec-
tion, we considered a particular word ‘pink’ as an example to show the effect
of distance. However, it should be noted that the word ‘pink’ contains plosives
predominantly. Apart from the distance, the strength of pop noise captured also
depends on the type of phonemes present in the word uttered in front of the mi-
crophone.

Figure 5.13 shows the various cases of phoneme categories and the effect of
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(a) Plosives (b) Fricatives

(c) Whisper (d) Affricates

(e) Nasal (f) Liquids

Figure 5.13: Pop noise energies for various phoneme sounds plotted w.r.t. the
distance of the speaker from various microphones for the case when the speaker
is at a distance of 5 cm from Mic 7. The pop noise energies are obtained using
the proposed Morlet wavelet-based Algorithm 7. The dotted curve in each of the
sub-figures indicates that the energy of pop noise decreases with the distance of
the speaker’s mouth from the microphone.

Algorithm 7 Proposed Algorithm for Pop Noise Energy Estimation Using Bump
Wavelet for VLD.

1: procedure ENERGY_POP(x) ▷ x is the speech signal
2: w_name=‘amor’ ▷ Taking Morlet wavelet
3: [cwt_coeffs, F]← cwt(x, w_name)
4: Low_bins← find (0 < F ≤ 40 Hz)
5: Low_coeffs← cwt_coeffs (Low_bins)
6: Pop_energy = [abs(Low_coeffs)]2

7: [r,c]=size(Pop_energy)
8: for i← 0 : r do
9: E_LF(i)=sum(Pop_energy(i,:))

10: end for ▷ Each row of E_LF has energy for 1 frequency bin
11: Emean=mean(E_LF)
12: end procedure
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distance on the strength of the pop noise. For this analysis, the RC-B subset of the
POCO dataset is used in this work. The trend of pop noise energy is shown with
the help of the dotted line. In particular, we observe a somewhat similar trend
for four of the phoneme categories, namely, plosives, fricatives, whisper, and af-
fricates. However, for nasal and liquids, we see almost constant-like trendlines
(with equations as y = 0.0977e−10−5x and y = 0.1452e−0.033x, respectively), which
shows that the distance does not affect the pop noise energies in nasals and liquids
categories of phonemes.

Furthermore, the existing results (in the form of % classification accuracy for
the VLD task) in the literature as shown in Table 5.3, also show that the best per-
formance is achieved using the Morlet wavelet-based scalogram approach. In
particular, for all the phoneme classes, the proposed system shows relatively the
best performance. Furthermore, it should also be noted that the lowest VLD ac-
curacies of 80.77% and 79.49% are obtained on nasal and liquid sounds. A similar
observation can be made by the analysis done in Figure 5.13, wherein the nasal
and liquids have the least pop noise energies (as shown in Figure 5.13 (e) and (f)).
In addition to this, the trendlines show that these two classes of phonemes are
the least affected by the distance of the microphone from the speaker. Thus, our
results and analysis presented via Figure 5.13 are in strong agreement with the
recent results reported on VLD task in [28].

5.4.4 Experimental Results

5.4.4.1 Proposed Handcrafted Morlet-Based Features

For the case of 45-D wavelet-based features (indicated as system (F)), we achieved
an overall VLD accuracy of 80%. Figure 5.16 shows word-wise VLD accuracy over
44 words in the dataset. We observed that the word ’pay’ has the highest accu-
racy of 91.02%, because the word ’pay’ has a strong plosive sound of /p/. Fur-
thermore, we achieved an average accuracy of 79.35% and 79.27% on words with
prominent performance on plosives and fricatives, respectively, as shown in Table
5.3. Correspondingly, one example from each phoneme type is taken ((i.e., ‘tip’ for
plosive, ‘who’ for whisper, ‘laugh’ for fricative, ‘chip’ for affricate, ‘arm’ for nasal,
and ‘run’ for liquid phoneme types)) and the corresponding Morlet wavelet-based
scalograms are analysed in Figure 5.14 and Figure 5.15, for genuine and spoofed
replay cases, respectively.
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5.4.4.2 Proposed Morlet Scalogram-Based Features

The Morlet scalogram features (shown as system (G)) performed significantly well
as compared to the traditional STFT-based baseline system. We observed overall
VLD accuracy of 86.23% on Morlet scalogram-based features. We observed that
the word ’tourist’ has the highest accuracy of 97.43%, because the word ’tourist’
has 2 strong plosive sounds of /t/. Given the effect of pop noise depends on the
uttered word, we achieved an average accuracy of 89.07% and 87.61% on words
with prominent plosives and prominent fricatives, respectively.
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It can be observed from Table 5.3 that the proposed Morlet scalogram-based
approach outperforms every other method for all the phoneme types. Further-
more, all the methods are found to perform relatively better for plosives and
fricative sounds. Fricative sounds (such as, /f/sound in the word ‘laugh’) are
produced due to turbulent airflow, which results in bursts of energy at low fre-
quencies for a short-time period, characterizing the presence of pop noise. Fur-
thermore, plosive sounds (such as, /p /sound in ‘pay’) are caused by a sudden
release of a burst of air from the lips, resulting in pop noise [10]. On the contrary,
energy distribution in nasal sounds is due to air flow in the nasal cavity, while the
oral cavity is closed, and therefore the sound is radiated at the nostrils [10].

5.5 Generalized Morse Wavelet (GMW)-Based Features

Given that there exists an issue of selecting an appropriate wavelet, we now pro-
posed to exploit Generalized Morse Wavelet (GMW)-based features for the VLD
task. GMWs act as a superfamily of analytic wavelets. Moreover, they show
strictly analytic properties, which is defied by Morlet wavelet under some con-
ditions. The details of the motivation and advantages of GMWs are discussed in
detail in subsection 5.5.1.2.

5.5.1 Proposed Approach

5.5.1.1 Generalized Morse Wavelets (GMWs)

GMWs are defined in the frequency-domain as [9, 232]:

Ψβ,γ(ω) =
∫ ∞

−∞
ψβ,γ(t)e−iωtdt = U(ω)aβ,γωβe−ωγ

, (5.7)

where U(ω) is the unit-step function in the frequency-domain, and aβ,γ is the
normalizing constant such that

aβ,γ ≡ 2
(

eγ

β

)β/γ

, (5.8)

where e is Napier’s number, which is commonly defined as the base of the natural
logarithm. Furthermore, the parameters β and γ provide an additional degree of
freedom, and make GMWs form a family of analytic wavelets [9]. For γ = 1, these
wavelets become equivalent to a solution to the Schrödinger equation examined
by Morse in [233].
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The behaviour of GMWs can be characterized using normalized versions of the
derivatives of the frequency-domain representation of the wavelet [232]. There-
fore, the wavelet’s dimensionless derivatives are defined as [9, 232]:

Ψ̃n(ω) ≡ ωn Ψ(n)(ω)

Ψ(ω)
, (5.9)

where n as superscript denotes the nth order derivative. To that effect, for anal-
ysis purposes, a conventional dimensionless parameter based on the 2nd order
derivative is defined as Pβ,γ, which is mathematically expressed as [9]:

Pβ,γ ≡
√
−Ψ̃2;β,γ(ωψ) =

√
−ω2

ψ

Ψ′′(ωψ)

Ψ(ωψ)
=
√

βγ, (5.10)

where ωψ ≡ (β/γ)1/γ is the peak frequency at which the frequency-domain
wavelets obtain a maximum value. In the eq. (5.10), the 2nd order derivative
of Ψ(ω) (i.e., Ψ′′(ωψ)) is computed at the peak frequency, ωψ. At the peak fre-
quency, there is a maxima of Ψ(ω). Therefore, Ψ′′(ωψ) is negative. Given it is
an analytic wavelet, Ψ(ωψ) will be positive always and hence, the complete term
inside the underroot will be positive. Therefore, the parameter Pβ,γ is real-valued,
and it measures the duration of the wavelet function. To that effect, Pβ,γ/π mea-

Figure 5.17: Morse wavelets for varying values of β and γ in (a) time-domain, and
(b) frequency-domain. After [8].

sures the number of oscillations at the peak frequency, which fit within the central
time window of the wavelet function [9]. Furthermore, 1/Pβ,γ, which is the in-
verse of the time domain duration, can be seen to be a measure of the bandwidth of
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the wavelet. In other words, increasing the value of Pβ,γ increases the frequency-
domain curvature in the vicinity of the peak frequency, therefore, narrowing the
wavelet in the frequency-domain, and dilating the wavelet in the time-domain [9].
Furthermore, the parameter pertaining to the 3rd order dimensionless derivative
at the peak frequency is [9]:

Ψ̃3;β,γ(ωψ) = −(γ− 3)P2
β,γ. (5.11)

Since the Morse wavelets are parameterized by two parameters β and γ, their 2nd

and 3rd order properties Pβ,γ and Ψ̃3;β,γ(ωψ) can be varied independently to gen-
erate popular families of analytic wavelets. Figure 5.17 shows the effect of β and
γ individually, on the shape of the Morse wavelet in time as well as frequency-
domains.

The GMWs superfamily is said to unify almost all the analytic wavelet fam-
ilies, such as Morlet, Derivative of Gaussian, Cauchy-Klauder-Morse-Paul, log-
normal, Bessel, and Shannon wavelets. As shown in Figure 5.18, for the Morse

Figure 5.18: Effect of γ parameter on the time-frequency Heisenberg area Aβ,γ
w.r.t. wavelet duration Pβ,γ/π. After [8].

wavelet with parameter γ = 3 (also known as ’Airy family’), we get the most op-
timum Heisenberg area Aβ,γ for γ = 3 even for a small wavelet duration [8]. The
area of Heisenberg’s box Aβ,γ is [232]:

Aβ,γ = σ2
t σ2

ω, (5.12)

where σ2
t and σ2

ω are the time and frequency spread of the wavelet atom, respec-
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tively. The minimum value of Aβ,γ is governed by σ2
t · σ2

ω ≥ 1/4, where σ2
t and σ2

ω

are the variances in time and frequency-domains, respectively [6].

The name ‘Airy family’ for γ = 3 comes from the existence of a 2nd order linear
differential equation known as the ‘Airy’ equation or the Stoke’s equation, given
by [234]:

d2y
dx2 − xy = 0, (5.13)

whose solution changes from oscillatory to exponential functions. A special type
of 2nd order differential equation is given by

d2y
dx2 − xy =

1
π

, (5.14)

whose solutions are called as Scorer’s functions and are denoted as Hi(x) and Gi(x).
The Scorer’s functions are given by [234]:

Gi(x) =
1
π

∫ ∞

0
sin
(

t3

3
+ xt

)
dt, (5.15)

Hi(x) =
1
π

∫ ∞

0
exp

(
− t3

3
+ xt

)
dt. (5.16)

The functions Hi(x) and Gi(x) are called as 1st and 2nd Scorer functions, respec-
tively. The GMW corresponding to γ = 3 comes from Hi(z) (i.e., by replacing x
with z in eq. (5.16)), where

Hi(z) =
1
π

∫ ∞

0
e(−u3/3)ezudu. (5.17)

GMW in time-domain is IFT{Ψ(ω)} = 1
2π

∫ ∞
0 Ψ(ω)ejωtdω, which can be ex-

pressed as

ψβ,γ(t) =
1

2π

∫ ∞

0
aβ,γωβe−ωγ

ejωtdω. (5.18)

For β = 0, and γ = 3, eq. (5.18) reduces to

ψ0,3(t) =
1
π

∫ ∞

0
e−ω3

ejωtdω, (5.19)

which is nothing but 1
31/3 Hi

(
jt

31/3

)
, i.e., the time-domain representation of Morse

wavelet for β = 0 and γ = 3.

128



5.5.1.2 Advantage of GMW

As discussed in the previous subsection, GMWs take the form of various types of
analytic wavelets, depending on the value of the parameters of the Morse wavelet.
In particular, GMWs at γ = 3 take the form of Morlet wavelet.

Morlet wavelet is a sinusoid modulated by a Gaussian function. Though it has
infinite duration, most of its energy is confined to a finite interval, and it is suited
for good time and frequency-localized information because of its equal variance in
time and frequency-domains. However, the mother wavelet ψ(t) does not satisfy
the admissibility condition exactly due to its infinite duration. For ω0 ≥ 5, the
error due to violation of the admissibility condition can be ignored. The Morlet
wavelet is defined as [6, 228]:

ψ(t) = ejω0te−t2/2, (5.20)

where ω0 is the frequency of the sinusoid in the mother wavelet, and its Fourier
transform is given by [6]:

Ψ(ω) = F{ψ(t)} = F{ejω0t−t2/2},

= π3/2e−(ω−ω0)
2/4.

(5.21)

Thus, the analyticity of Morlet wavelet is controlled by the choice of ω0. How-
ever, despite such significance of Morlet wavelet, we choose to consider GMWs
at γ = 3, instead of the conventional Morlet wavelet. The motivation to do so
is validated by the analysis shown in this subsection. In particular, Figure 5.19
shows the comparison of Morse (at γ = 3), and the conventional Morlet wavelet.
For simplicity, we will now refer to the conventional Morlet wavelet as the Morlet
wavelet, and the Morse wavelet at γ = 3 as the Morse wavelet. On compari-
son of Morlet vs. Morse, we observe local minima in the modulus of the Morlet
wavelet as shown in Figure 5.19 (a). Its corresponding Wigner-Ville distribution is
shown in Figure 5.19 (e). Wigner-Ville distribution is a time-frequency representa-
tion with minimum loss of resolution. Unlike the time-frequency representations,
such as spectrograms and scalograms (which are computed by correlating the sig-
nal under consideration with families of time-frequency atoms), Wigner-Ville dis-
tribution is computed by correlating the signal under consideration with a time-
frequency translation of itself. In other words, the time and frequency resolution
of spectrograms and scalograms is limited by the time-frequency resolution of the
corresponding atoms. Therefore, for analysis purposes Wigner-Ville distribution
is estimated. However, it suffers from the issue of the existence of interference
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Figure 5.19: Illustration of spectral leakage in (a) Morlet wavelet from ’Airy’ fam-
ily, vs. (b-d) Morse wavelets with γ = 3, and varying P2

β,γ values, and their re-
spective Wigner-Ville distributions shown in (e)-(h). After [9].

terms, which makes the applications of Wigner-Ville distribution to be limited [6].

Figure 5.19 (e) shows that there is spectral leakage in the negative frequency
region. This issue of spectral leakage in negative frequencies is obliterated in the
case of Morse wavelets. For fair comparison with Morlet wavelet, the value of γ

of Morse wavelet is kept fixed as 3. To that effect, variations of Morse wavelet are
shown in Figure 5.19 (b)-(d). Their corresponding Wigner-Ville distributions are
shown in Figure 5.19 (f)-(h). It can be observed that for all the variants of Morse
wavelets, there is no spectral leakage in the negative frequency regions. Therefore,
we can say that the Morse wavelet exhibits strict analytic properties (i.e., Ψ(ω) = 0
for ω < 0), whereas the Morlet wavelet is not strictly analytic (i.e., Ψ(ω) ̸= 0 for
ω < 0). The authors believe that this strict analytic characteristic of GMWs helps
to effectively capture pop noise events that are likely to be present near 0 to 40 Hz,
whereas for analytic wavelets such as the Morlet wavelet, the energy in this low-
frequency region may experience a blur due to spectral leakage in the negative
frequencies, and also the fixed amount of signal energy that is represented in the
time-frequency plane due to Parseval’s energy equivalence [235].

5.5.1.3 Morse Wavelet-Based Features for the VLD task

As discussed in the previous subsection, Morse wavelet is predominantly param-
eterized by two entities- γ and P2

β,γ. In the previous subsection, we observed that
at γ = 3, Morse wavelet is in close approximation with the Morlet wavelet, which
is known to capture perceptual cues effectively (both in visual and hearing do-
mains). Furthermore, Morlet wavelet is observed to defy analytic behaviour, un-
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like Morse wavelet at γ = 3, which is strictly analytic. To that effect, Figure 5.20
shows the analysis of pop noise using Morse wavelet-based scalogram for γ = 3.
Panel-I denotes the case of genuine (live) speech, and Panel-II denotes the case of

Figure 5.20: Panel I: Genuine speech vs. Panel II: Spoofed speech, (a) time-domain
signal for the word ‘tip’, (b) corresponding Morse wavelet-based scalogram, and
(c) corresponding low frequency (0− 40 Hz) scalogram.

spoofed speech. It can be observed that due to the improved frequency resolution
in the lower frequency regions, the Morse wavelet-based scalogram has the capa-
bility to capture pop noise effectively in genuine speech signal. In the literature,
regions below 40 Hz are known to have pop noise predominantly and hence, for
the analyses presented in this subsection, we have considered the low frequency
region to be < 40 Hz as the initial setting for the experiments in this work.

5.5.2 Setup

• Dataset Used: For the experiments, POCO dataset is used, wherein RC-A
and RP-A subsets are used for classification between live and non-live utter-
ances (details given in subsection 3.3.1 of Chapter 3). In addition, to observe
the effect of room acoustics, the impulse response of a simulated reverber-
ation environment is created. This is done by generating two-channel im-
pulse response w.r.t. room conditions, as in the ASVSpoof 2019 challenge
dataset [236–238], with parameters and configurations as shown in Table
5.4. The source position is varied from 10 cm to 90 cm for observing the
effect of variation in distance between the speaker and attacker’s recording
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device. This impulse response is then convoluted with the utterances of the
POCO dataset, to give us a new subset of the dataset, namely REP-A, as
done in [93].

Table 5.4: Parameters and the corresponding configurations for replay mecha-
nism. After [30].

Parameter Configuration
Room Size 3.55 m2

Sensor Position (2,1,1.4)
Source Directivity Omnidirectional
Sensor Directivity Omnidirectional

Reverberation Time 0.07 s

• Classifiers used:

– CNN: In this work, CNN architecture having 3 convolutional layers is
used, with each layer having kernel sizes of 7 × 7, 3 × 3, and 3 × 3.
The number of input channels of the three convolutional layers are 3,
16, and 32, with the number of output channels of the final layer as 64.
Each convolutional layer is followed by batch normalization, and ReLU
is used as the activation function. Furthermore, 3 FC layers are used,
with max-pooling operation having kernel size of 3× 3, and a stride of
3. The learning rate is kept as 0.001, with BCE as the loss function, and
Adam optimizer for optimization of the weights.

– LCNN: Another neural network-based classifier used in this work is
LCNN, as it is also one of the architectures used for replay SSD [158].
It uses a special case of max-out known as Max Feature Map (MFM)
activation function, which is defined as [239]:

yk
ij = max

(
xk

ij, xk+ N
2

ij

)
, (5.22)

where the number of channels in the first convolutional layer is 2N,
where 1 ≤ k ≤ N, 1 < j ≤ W, and 1 ≤ i ≤ H. Here, i and j represent
the feature component and frame number, respectively.

For our experiments, the LCNN model consists of three CNN layers
(Conv1, Conv2, and Conv3) and one FC layer (FC1). The weights are
initialized using Xavier’s normalization method. The data are con-
volved using a kernel of size 3 × 3 and a stride of 1 in the convolu-
tional layers. The MFM and max-pooling layer are applied after each
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layer. The MFM layer employs a 3 × 3 size kernel with a stride of 1
and padding of 2. The model’s complexity is decreased by using the
max-pooling with a 2× 2 kernel size and stride of 2. In the FC1 layer,
the ReLU activation function is employed to distinguish between gen-
uine and spoofed classes. We used the BCE loss function to calculate
the loss, and the stochastic gradient descent approach to optimize the
weights.

– ResNet: In this work, the ResNet architecture consists of 1 convolu-
tional layer, 4 residual blocks, and 1 fully-connected layer. The con-
volutional layer has kernel size of 7 × 7. Furthermore, each residual
block consists of two blocks of two convolutional layers each, followed
by ReLU as the activation function, where each convolutional layer has
kernel size of 3× 3.

– RawNet2: In this study, the RawNet2 architecture is used because it
has recently been proposed and is a successful architecture for the SSD
problem [240]. It was used as one of the baseline architectures in the
ASVSpoof-2021 challenge. The RawNet2 developed from RawNet, an
end-to-end deep neural network that was proposed for text-independent
speaker verification [240]. Following the Gated Recurrent Unit (GRU),
the RawNet uses the raw speech waveforms as an input to extract frame-
level speaker embeddings utilizing residual blocks with CNN. In RawNet,
the use of a first layer that is completely unconstrained and whose
parameters are automatically learned might lead to delayed learning.
In particular, when training data is sparse, the first layer outputs fre-
quently exhibit noise. With SincNet, this problem can be addressed be-
cause the first convolutional layer uses the raw waveform as input and
consists of a bank of bandpass filters with sinc function-parametrized
parameters. Few parameters, mainly the cut-in and cut-off frequen-
cies with a fixed rectangular-shaped filter response, are learned when
a confined first layer is used. It results in the learning of a filterbank
structure and outputs that are more meaningful. By substituting the
first layer of RawNet with a SincNet layer, RawNet2 combines SincNet
and RawNet and takes advantage of the benefits of both methodolo-
gies. In this work, we used a RawNet2 architecture that is identical to
that described in [240].
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5.5.3 Speaker-Microphone Distance-Based Analysis

As done for the Bump, and Morlet wavelet-based analyses, we show the analysis
of pop noise strength (measured via its energy) w.r.t. distance between the speaker
and the microphone for the case of Morse wavelet-based scalogram. Figure 5.21

Figure 5.21: Panel I, Panel II, and Panel-III represent the varying distance of the
speaker from the microphone, i.e., 5 cm, 5.39 cm, and 6.42 cm, respectively, for
(a) time-domain signal for the word ‘dad’, (b) corresponding scalogram, and (c)
selected region of scalogram corresponding to low-frequency (0− 40 Hz). Solid
boxes in red indicate the presence of pop noise. Best viewed in color.

shows the capturing of pop noise for three distance values (i.e., 5 cm, 5.39 cm,
and 6.42 cm) using Morse wavelet-based scalogram. It can be observed that for
the smallest speaker-microphone distance (as shown in Panel-I), the pop noise is
distinct, and it becomes less prominent as the distance is increased (as shown in
Panel-II and Panel-III).

Given that the strength of pop noise also depends on the type of phoneme
uttered, we perform the analysis w.r.t. the different phoneme categories using Al-
gorithm 8, as shown in Figure 5.22, which shows the effect of speaker-microphone
distance w.r.t. each of the phoneme types. Using this analysis, we observe the fol-
lowing:
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Algorithm 8 Proposed Algorithm for Pop Noise Energy Estimation Using Morse
Wavelet for VLD.

1: procedure ENERGY_POP(x) ▷ x is the speech signal
2: w_name=‘morse’ ▷ Taking Morse wavelet
3: [cwt_coeffs, F]← cwt(x, w_name)
4: Low_bins← find (0 < F ≤ 40 Hz)
5: Low_coeffs← cwt_coeffs (Low_bins)
6: Pop_energy = [abs(Low_coeffs)]2

7: [r,c]=size(Pop_energy)
8: for i← 0 : r do
9: E_LF(i)=sum(Pop_energy(i,:))

10: end for ▷ Each row of E_LF has energy for 1 frequency bin
11: Emean=mean(E_LF)
12: end procedure

• Pop noise energy shows a decaying exponential trend for plosives, fricatives,
whispers, and affricate phonemes, for all the energy estimation approaches,
i.e., STFT, Morlet wavelet-based, Bump wavelet-based, and the proposed
Morse wavelet-based approaches. However, for the cases of nasal and liq-
uids (as shown in Figure 5.22 (e) and (f)), the decaying trend is not observed
(rather it is near-flat) with increasing distance, which can be observed from
the trendline equations as shown in Table 5.5, where the nasal and liquid
phoneme types have a very small value of the exponent, i.e., very slow de-
cay. In fact, for the STFT and Bump wavelet methods, liquid phonemes
show no decay at all, with time constant in the trendline equations as 0.0054,
and 0.0321, respectively.

• Given that liquids are semi-vowels [10], they have very less or almost no
pop noise. For the case of nasal sounds, the spectrum is dominated by the
low resonance of the large volume of the nasal cavity as compared to the
oral cavity [10], thereby having dampened impulse response, which in turn
means that the nasal cavity has a large −3 dB bandwidth and thus, more
energy loss. This can be explained by the design of a 2nd order resonator,
the z-plane pole radius and −3 dB bandwidth are related as r = e−πBT

(w.r.t. impulse-invariant transformation mapping of s-plane pole to z-plane,
as discussed in eq. (6.13) Chapter 6), where T is the sampling period, im-
plying that r ∝ 1/B. Further, a quick damping of the impulse response in
the nasal cavity implies |r| << 1, and thus, B being large, the energy losses
are more. Therefore, in the case of nasal sounds, the impulse response itself
is dominantly present in the lower frequency region. Given that pop noise
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and the system response are both in the lower frequency regions, it is thus
difficult to detect the presence of pop noise in nasal sounds.

• Keeping the distance fixed, say at 5 cm, it can be observed that plosives and
fricatives have similar amount of pop noise energy, followed by whisper
and affricate sounds. Furthermore, nasal and liquids have little pop noise
energy as compared to the rest of the phoneme sounds.

• Morse wavelet captures lower energy as compared to the Morlet wavelet
for all the distances, indicating that for the case of replay attack (i.e., when
distance is large enough), Morse wavelet is more effective than Morlet and
hence, it also gives better performance in terms of classification accuracy, as
discussed in subsection 5.5.4.4.

• It is also observed that STFT-based method is not able to capture pop noise
effectively even for smaller distances. This is because the basis function used
for STFT is {w(t)ejωt}t∈R, where it comprises cosine and sine functions and
window w(t) of larger duration of 20-30 ms. However, pop noise is transient
in nature. Therefore, STFT is not able to capture pop noise effectively, as
compared to wavelet-based approaches, which utilize wavelets of limited
duration, i.e., relatively smaller support as basis functions.

Table 5.5: Trendline Equations (in the form of amplitude and time constant (a, b))
Obtained for Each Method w.r.t. Phoneme Type

Phoneme Type Method
STFT Bump Morlet Morse

Plosives 0.2542, −0.204 0.4458, −0.233 0.7738, −0.228 0.643, −0.236
Fricatives 0.344, −0.281 0.6011, −0.282 0.9689, −0.262 0.6007, −0.221
Whisper 0.264, −0.251 0.4484, −0.254 0.8154, −0.237 0.7036, −0.262

Affricates 0.2027, −0.211 0.3565, −0.227 0.6161, −0.223 0.4947, −0.219
Nasal 0.0357, −0.015 0.0506, 0.0046 0.0977, −0.00008 0.7036, −0.262

Liquids 0.028, 0.0054 0.0364, 0.0321x 0.1452, −0.033 0.0659, −0.014

5.5.4 Experimental Results

5.5.4.1 Effect of P2
β,γ = βγ

The shape and size of the Morse wavelet are controlled by two parameters, namely,
P2

β,γ, and γ. The parameter P2
β,γ (as shown in eq. (5.10)) is also called the wavelet

duration, which controls the bandwidth of the mother wavelet function [9]. To
that effect, we perform experiments on the Dev and Eval sets of the POCO dataset,
using CNN as the classifier. In order to observe the effect of P2

β,γ, we keep the
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(a) Plosives (b) Fricatives

(c) Whisper (d) Affricates

(e) Nasal (f) Liquids

Figure 5.22: Pop noise energies of various phonemes plotted w.r.t. the distance of
the speaker from various microphones for the case, when the speaker is at a dis-
tance of 5 cm from Mic 7. The pop noise energies are obtained using the proposed
Algorithm 8. The trendlines in each of the sub-figures indicate that the energy
of pop noise decreases with the distance of the speaker’s mouth from the micro-
phone.

value of wavelet parameter γ to be fixed as 3 (since the analysis in Figure 5.18
shows that the optimal concentration of energy is obtained for γ = 3). Figure 5.23
shows the performance in terms of percentage accuracy, when P2

β,γ is varied. It
can be observed that the optimal value of P2

β,γ obtained is 6, which gives us the
accuracy of 90.15% and 87.01% on the Dev and Eval sets, respectively. For the rest
of the experiments in this chapter, the parameter P2

β,γ is kept fixed as 6.

5.5.4.2 Effect of γ

After obtaining the optimal value of P2
β,γ as 6, experiments are performed by vary-

ing the parameter γ. The value of γ is such that it satisfies the constraints of
P2

β,γ/γ ≤ 40, and P2
β,γ > γ as given in the freely available MATLAB toolbox

called JLAB, available at http://www.jmlilly.net [8]. To that effect, the perfor-
mance of the VLD system with CNN-based classifier is shown in Figure 5.24. We
find that the optimal value of γ is 3, which gives accuracy of 90.15% and 87.01%,
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Figure 5.23: Results (in % Accuracy) for the proposed Morse wavelet-based fea-
ture set on the Dev and Eval set of POCO dataset, to observe the effect of wavelet
duration parameter (i.e., P2

β,γ).

on the Dev and Eval sets, respectively. The obtained optimal value of γ as 3 is in

Figure 5.24: Results (in % Accuracy) for the proposed Morse wavelet-based fea-
ture set on the Dev and Eval set of POCO dataset, in order to observe the effect of
γ parameter.

agreement with the fact that the wavelets for γ = 3 for a fixed P2
β,γ are known to

be optimal as the value of Ψ̃3;β,γ(ωψ) from eq. (5.11) is 0. The quantity Ψ̃3;β,γ(ωψ)

controls the skewness of the Morse wavelet and for γ = 3 the skewness vanishes,
making the Morse wavelet to be strictly symmetrical in shape.
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5.5.4.3 Effect of Frequency Range

To observe the effect of frequency range on the performance, we performed ex-
periments in the lower frequency regions, by increasing the bandwidth of the
frequency range by a step size of 10 till 80 Hz. To that effect, CNN is used as the
classifier, and RC-A and RP-A subsets of the POCO dataset are used, with their
details in Section 3.3.1 in Chapter 3. The Morse wavelet parameters were fine-
tuned at P2

β,γ = 6, and γ = 3. Our experiments showed that the best performance
is achieved for the frequency range of 1 − 50 Hz. Furthermore, to validate the
presence of pop noise in low frequencies (i.e., 1− 50 Hz), we performed further
set of experiments on the complementary frequency range, to show the absence (or
weak presence) of pop noise. Notably, from Table 5.6, it can be observed that the
highest VLD accuracy is obtained on 1− 50 Hz frequency range, and likewise the
lowest VLD accuracy is obtained on 50− 11025 Hz frequency range, indicating a
strong evidence of presence of pop noise in the lower frequency range of 1-50 Hz.

Table 5.6: Results (in % Classification Accuracy) for Morse-CNN-Based Pop Noise
Detection Method with Variation in Frequency Range

Freq. Range Dev Eval Freq. Range Dev Eval
1-10 Hz 88.46 84.65 10-11025 Hz 79.60 74.86
1-20 Hz 88.72 84.84 20-11025 Hz 77.41 70.19
1-30 Hz 89.56 84.72 30-11025 Hz 73.89 66.74
1-40 Hz 90.15 87.01 40-11025 Hz 72.40 64.69
1-50 Hz 90.55 88.43 50-11025 Hz 58.56 54.65
1-60 Hz 89.30 86.46 60-11025 Hz 70.60 61.81
1-70 Hz 89.45 86.21 70-11025 Hz 70.94 62.24
1-80 Hz 90.53 87.60 80-11025 Hz 68.03 60.69

5.5.4.4 Phoneme-Based Analysis

As described in Section 3.3.1 of Chapter 3, the utterances in the POCO dataset
are divided into various phoneme types. Figure 5.25 shows word-wise VLD ac-
curacy of all the 44 words in the dataset. Correspondingly, one example from
each phoneme type is taken (i.e., ‘tip’ for plosive, ‘who’ for whisper, ‘laugh’ for
fricative, ‘chip’ for affricate, ‘arm’ for nasal, and ‘run’ for liquid phoneme types)
and the corresponding scalograms are analysed in Figure 5.26 and Figure 5.27, for
genuine and spoofed replay cases, respectively. Furthermore, Table 5.7 shows the
experimental results obtained for various phoneme classes using the RC-A and
RP-A subsets of the POCO dataset, using CNN as the classifier. It can be observed
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that the proposed Morse wavelet-based method achieves relatively the best per-
formance for most of the phoneme types, such as plosives, fricatives, affricates,
and liquids. High performance accuracy of 89.72% and 90.61% is achieved for
plosives, and fricatives, respectively. This indicates that pop noise is more likely
to be present in words having plosives and fricative phonemes. Further, it can
be observed that pop noise is likely to present more dominantly in plosives as
compared to the fricative sounds. We believe that this may be due to the fact that
the production of the plosive sounds involves four events (Section 3.4 in Chap-
ter 3 in [10]) - (1) first is the complete closure of the oral tract when no sound is
radiated from the lips and there is air pressure buildup in the oral cavity, (2) this
is followed by formation of turbulence due to the release of air pressure over a
very short duration i.e., burst (or impulsive) source, (3) the air rushes through the
open oral cavity leading to generation of aspiration due to the turbulence at the
open vocal folds (i.e., before the onset of the vocal folds vibration), as air rushes
through the open oral cavity after the burst (4) there is onset of the vowel sound
about 40− 50 ms after the burst for unvoiced plosives. Perceptual experiments
indicate that if the release of the burst and the onset of voicing are between 20 ms
of each other, the consonant is considered voiced, otherwise it is categorized as
unvoiced. Thus, the buildup leading to the "burst" indicates the chances of breath
sounds (i.e., pop noise) to be captured by the microphone.

Table 5.7: Phoneme-wise Average VLD Accuracy (in %)

Phoneme
Type

STFT-based
baseline [103]

Bump wavelet-based
method [92]

Morlet wavelet-based
method [28]

Proposed Morse wavelet-based
method

Plosives 71.72 81.58 89.07 89.72
Whisper 76.83 81.09 86.21 85.50
Fricatives 75.55 80.77 87.61 90.61
Affricates 71.83 78.53 85.26 85.83
Nasal 59.33 76.50 80.77 76.50
Liquids 56 69.87 79.49 86
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5.5.4.5 Effect of Distance Between Genuine Speaker and Attacker’s Micro-
phone

REP-A subset contains simulated replay utterances with varying distances be-
tween the genuine speaker, and the attacker’s microphone. In this work, three
cases of the distances between the attacker and the speaker are considered as 30
cm, 50 cm, and 70 cm, on which the performance of VLD system is evaluated
on the REP-A subset. To that effect, subband-wise evaluation is done in order to
observe the relative significance of a particular frequency subband in the perfor-
mance. To that effect, Table 5.8 shows the subband-wise VLD accuracies for the 3
distances of REP-A subset. It can be observed that % classification accuracy shows

Table 5.8: Speaker and Attacker Distance-wise Performance (in % Accuracy) for
Morse Wavelet-Based VLD using RC-A (genuine) vs. REP-A (spoof) Dataset with
Variations in Subband Frequency Range with CNN as the Classifier.

30 cm 50 cm 70 cm
Subband Dev Eval Dev Eval Dev Eval
1 to 10 Hz 96.91 94.72 96.38 94.37 96.79 94.90
1 to 20 Hz 95.65 94.00 96.44 94.50 96.73 94.90
1 to 30 Hz 97.66 96.31 97.20 95.36 97.02 95.31
1 to 40 Hz 97.66 96.31 97.29 95.84 95.89 94.80
1 to 50 Hz 98.13 98.00 97.93 97.09 98.36 96.81
1 to 60 Hz 97.93 96.68 96.15 95.21 96.79 96.04
1 to 70 Hz 97.75 97.25 96.09 95.04 96.91 95.83
1 to 80 Hz 97.52 96.93 96.62 96.01 96.72 95.25

an increasing trend from 1 to 50 Hz. In particular, for 1 to 50 Hz subband, the per-
formance is the highest for all the three cases of distances between the genuine
speaker and the attacker’s microphone (i.e., 30 cm, 50 cm, and 70 cm). Further-
more, as we go for higher subbands, we observe a decrease in the performance
of the VLD system. Therefore, Table 5.8 validates that pop noise is present in low
frequency regions, particularly between 1 to 50 Hz. To that effect, the rest of the
experiments in this work w.r.t. Morse wavelet-based features are performed by
considering 50 Hz as the optimal benchmark for pop noise detection.

It can also be observed from Table 5.8 that for most of the subbands, the per-
formance accuracy decreases with increase in speaker-attacker distance. In par-
ticular, for the case of frequency range of 1 to 50 Hz, the Eval accuracies are 98%,
97.09%, and 96.81% for the distances of 30 cm, 50 cm, and 70 cm, respectively.
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5.5.4.6 Effect of Classifier Structure

In this subsection, we observe the effect of different classifiers for the VLD task. To
that effect, experiments are performed using CNN, LCNN, and ResNet classifiers,
the details of which are described in detail in subsection 5.5.2. Table 5.9 shows

Table 5.9: Overall Performance (in terms of % Accuracy) of Various Feature Sets
Across Three Different Classifiers, Namely, CNN, LCNN, and ResNet.

Feature Set Classifier Accuracy
Dev Eval

STFT
CNN 70.57 71.81

LCNN 70.60 71.90
ResNet 72.05 71.84

CQT [93]
CNN 81.52 81.82

LCNN 84.84 82.45
ResNet 83.04 80.42

Bump Wavelet
CNN 78.08 75.03

LCNN 75.99 73.59
ResNet 74.56 71.43

Morlet Wavelet
CNN 87.26 86.23

LCNN 85.31 82.30
ResNet 87.61 83.53

Morse Wavelet
CNN 90.55 88.43

LCNN 88.86 86.74
ResNet 91.02 88.33

the performance of each of the feature sets, compared with the proposed Morse
wavelet-based features, for all the three classifier structures. For Morse wavelet-
based features, it can be observed that among all the classifiers, the CNN gives
the highest VLD accuracy of 88.43% on Eval set. Furthermore, Morse wavelet
outperforms all the remaining feature sets. This is due to the generalizability and
strictly analytic behaviour of GMWs (as discussed in subsection 5.5.1.2).

Further experiments are performed by considering the REP-A subset, and the
different classifiers using the Morse wavelet-based features. To that effect, the
three distances of 30 cm, 50 cm, and 70 cm between the attacker and the speaker
are considered, and performance accuracy is shown w.r.t. the three classifiers for
the Morse wavelet features with frequency range of 0 to 50 Hz. Table 5.10 shows
the performance of each of the classifiers w.r.t. speaker-attacker distance. It can
be observed from the accuracies on the Eval set, that as the distance increases, the
performance of the VLD system decreases, for all three cases of the classifiers.
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Table 5.10: Speaker and Attacker Distance-wise Performance (in % Accuracy) for
Morse Wavelet-Based VLD Using RC-A (genuine) vs. REP-A (spoof) Dataset with
Variations in Classifier Structure.

30 cm 50 cm 70 cm
Classifier Dev Eval Dev Eval Dev Eval

CNN 98.13 98.00 97.93 97.09 98.36 96.81
LCNN 96.70 96.53 97.31 96.48 97.11 96.12
ResNet 98.28 98.34 98.45 97.98 98.28 97.36

5.5.4.7 Performance Under Ideal Conditions

To evaluate the performance under ideal scenarios, we performed experiments on
the POCO dataset for 2 scenarios: (1) when the system is not under attack, and (2)
when it is under attack. The scenario where the system is not under attack, means
that the inputs to the SSD system are not spoofed signals, i.e., they are strictly
genuine signals. Therefore, the performance is evaluated by taking genuine utter-
ances. To do so, the VLD system with Morse wavelet-based features and CNN as
the classifier was tested on only genuine utterances. An ideal system will accept
all the genuine utterances. Our experiment shows that the proposed VLD system
yields 88.30% accuracy, as shown in Table 5.11 when only genuine utterances are
given to the system.

For case 2, when the system is under attack, we performed an experiment
where only spoofed utterances were given to the system. An ideal system will
reject all the utterances. For the proposed system, it was shown that the system
rejected 89% of the spoofed utterances, indicating further scope for improvement.

Condition % Accuracy
Not under attack 88.30

Under attack 89

Table 5.11: Performance Under Ideal Conditions.

5.5.4.8 Performance Comparison With End-To-End Neural Network Model

Further experiments were also performed by considering RawNet2, which is an
end-to-end classifier [240]. Table 5.12 shows that the proposed system performs
much better than end-to-end model, indicating the significance of handcrafting
features using signal processing approaches over direct end-to-end deep learning
models, where raw audio is fed as input. More so, the proposed Morse wavelet-
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Table 5.12: Overall performance (in terms of % Accuracy on the Eval set) of the
proposed system compared with end-to-end RawNet2 model.

VLD system % Accuracy
End-To-End RawNet2 73.39

Proposed Morse wavelet features
with CNN as the classifier 88.43

based features outperform the RawNet2 model by a significant absolute difference
of 15.04%.

5.6 Chapter Summary

In this chapter, three analytic wavelet-based feature sets using Bump, Morlet, and
Morse wavelets are developed for the VLD task. The chapter discussed the signif-
icance of CWT for the VLD task. More so, for each of the three wavelets discussed
in this chapter, experimental results and distance-based analysis are shown w.r.t.
pop noise detection. In particular, GMWs are shown to be a superfamily of an-
alytic wavelets, and hence, much detailed experiments and analysis are shown
w.r.t. Morse wavelet-based features for the VLD task. However, one of the limita-
tions of this work is that the distance between the speaker and the microphone is
considered to be fixed without estimating the variations in distance caused due to
movement of the speaker’s articulators, as well as the head movements. To that
effect, for precise estimation of distance values, source localization techniques can
be explored in future and hence, remains an open research issue.

Given that VLD relies on the characteristics of live speech (i.e., pop noise),
instead of relying on the characteristics of spoofed speech, it is a step towards
anti-spoofing, which is independent of the type of spoofing attack. Therefore, such
approach has a scope for generalizability of CM systems. Given the attacker has
the freedom to mount any type of attack, generalizability of CM system is cru-
cial for practical deployment. To that effect, the next chapter discusses some of
the attacker’s perspectives w.r.t. voice privacy, which aims at hiding a speaker’s
identity while keeping linguist content and naturalness intact.
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CHAPTER 6

Voice Privacy and Attacker’s Perspective

6.1 Introduction

The need for privacy-preservation in ASV systems is another important concern.
Apart from spoofing attacks, speaker data forgery is also prevalent, which further
puts the ASV system’s security at serious risk [114]. In a speech signal, apart from
the linguistic content, there are traits of the speaker, such as accent, pitch (or fun-
damental frequency F0), tone, rhythm, and idiosyncrasies. Hence, considering an
individual’s identity, it is not just his/her name, but it is also the other traits that
are captured by the speech signal, such as gender, age, health status, personality,
emotional state, and accent. So far as the practical deployment of ASV technology
is concerned, designing a privacy preserving system for speakers’ identities (i.e.,
Voice Privacy (VP) system) is crucial. A VP system is designed to preserve the
privacy of users, without altering the linguistic content. A VP system can be used
for real-world applications, such as in forensics, in voice biometric systems, in
medical-domain and to study and analyze attacker’s perspectives to build more
secure ASV systems as shown in Figure 6.1.

This chapter 1 discusses VP and attacker’s perspective. Recently, efforts were

1This Chapter is based on the following publications:

• Priyanka Gupta, Hemant A. Patil, and Rodrigo Capobianco Guido "On Vulnerability Is-
sues in Automatic Speaker Verification (ASV) Systems", accepted (under minor revision) in
EURASIP Journal on Audio, Speech, and Music (JASM) Processing, Special Issue on Secu-
rity & Privacy in Speech Communication, 2023, 21 pages.

• Priyanka Gupta, Gauri P. Prajapati, Shrishti Singh, Madhu R. Kamble and Hemant A. Patil,
“Design of Voice Privacy System using Linear Prediction," in 2020 Asia-Pacific Signal and
Information Processing Association Annual Summit and Conference (APSIPA ASC), Auck-
land, New Zealand, December 7-10, 2020, pp. 543-549.

• Priyanka Gupta, and Hemant A. Patil, “Voice Biometrics: Attacker’s Perspective," Gerard
Chollet, and Carmen Garcia Mateo (Eds.) in Voice Biometrics: Technology, trust and secu-
rity, Institution of Engineering and Technology (IET), 2021.

• Priyanka Gupta, Shrishti Singh, Gauri P. Prajapati and Hemant A. Patil, “Voice Privacy in
Biometrics," in Biomedical Signal and Image Processing with Artificial Intelligence, 2023.
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Figure 6.1: Applications of Voice Privacy.

made to develop privacy preservation solutions for speech technology. In the
light of moving forward towards this development, the first VP challenge was be-
ing organized during INTERSPEECH 2020, followed by Voice Privacy workshop
during Speaker Odyssey 2020 to motivate researchers in this direction [13, 14].

6.1.1 Motivation for Voice Privacy

The notion of privacy in the field of healthcare is very old. With the advancement
in technology, comes the easy data collection and processing technologies [241].
At the same time, the detail and diversity of information collected in the context
of biomedical research is increasing at an unprecedented rate. The easy avail-
ability of such large amounts of data has also raised the concerns of privacy in-
vasions [242]. It is important to understand the scope and frequency of these
invasions. There are cases where medical records of people are illegally accessed
for the purpose of identity fraud. Due to privacy concerns, people change the
behavioural activities, such as visiting another doctor for check-up, not seeking
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care when needed in order to avoid disclosure of medical information, self treat-
ing or medicating themselves, not disclosing full information about their medical
history, paying out of pocket despite being insured, hesitate to participate in the
surveys, which require data from people in the fear of data getting misused, etc.
This privacy protective behaviour shows the trust issues of people. Therefore,
focus on the privacy preservation technologies should be given utmost impor-
tance to reduce the vulnerability of the data. It becomes all the more important in
the case of patients suffering from speech disorders, and diseases like dysarthria,
which affects the characteristics of the natural speech production mechanism. In
such cases, the medical practitioner may have to record and save the patient’s
speech data (with patients’ consent). However, the risk of availability of patients’
unprotected speech data will exist. Moreover, this risk will turn severely damag-
ing if the patient is enrolled as a genuine speaker on a voice biometric (or ASV)
system. This risk can be mitigated to a large extent if voice privacy measures are
applied to the speech data.

6.1.2 De-identification vs. Anonymization

Unwanted users may employ VC and SS techniques to impersonate speakers,
when voice is transmitted over the Internet. As a result, it becomes necessary
to conceal the speaker’s identity from speech recordings. De-identification is the
process by which a data custodian modifies or removes an individual’s identi-
fying information from a dataset, making it impossible for attackers to identify
the subject from whom the speech data was gathered while allowing sharing and
reuse of the speech data.

A VP system generates a speech utterance, where the original speaker’s iden-
tity is hidden or removed. VP system synthesizes a speech signal which has the
speaker’s identity hidden, without affecting the linguistic content. Therefore, a
VP system ensures privacy by transforming a speaker’s voice to a pseudo-speaker’s
voice, and hence protecting the privacy of the original speaker. However, this pro-
cess can be reversible or irreversible depending on the technique used for VP and
also depending on the application. For example, reversibility may not be required
in some applications, such as those used for Automatic Speech Recognition (ASR)
and public environment monitoring, or it may potentially pose a threat to user pri-
vacy. The practice of making data anonymous, when reversibility requirements
are not met is known as anonymization [13]. This means that the identity trans-
formation in anonymization is an irreversible function and hence, it is impossible
to reclaim the original identity. On the other hand, de-identification procedures
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are reversible in nature and hence, the original identity can be recovered from
the pseudo-identity.; given a de-identified spoken utterance, the original speech
can be recovered if the necessary parameters are supplied. This usually requires
the knowledge of some extra (additional) information, such as a key. Therefore,
de-identification methods are generally based on cryptographic methods.

VP can be achieved by Voice Transformation (VT) techniques, which retain
the quality of speech to a certain extent [33]. The VT approaches usually include
anonymization by VC, SS, and other techniques of speech processing. One such
speech processing technique is using linear prediction (LP) of speech, which is
discussed in detail in this chapter. The terms anonymization and de-identification
are used interchangeably in this chapter unless stated otherwise.

6.2 Voice Privacy Using Linear Prediction (LP) Model

6.2.1 Speech Production Model w.r.t. Linear Acoustics

Depending on the shape and structure in the time-domain, speech signal can be
classified into voiced and unvoiced speech. Voiced sounds are produced due to
quasi-periodic vibrations of the vocal folds. These vibrations occur because of the
pressure from the lungs. The contraction of the lungs first results in air flowing
through the glottis. According to the Bernoulli’s Principle, as the airflow velocity
increases, local pressure in the region of the glottis decreases, and the tension
in the vocal folds increases. The decrease in pressure and increase in vocal fold
tension cause the vocal folds to close shut abruptly. The air pressure then builds
behind the vocal folds as the lungs continue to contract, forcing the folds to open.
The entire process then repeats, and the result is periodic “puffs" of air that enter
the vocal tract. One can actually touch and feel the vibrations of the vocal folds
by placing a thumb near the throat while uttering a voiced sound like a vowel
(eg., /a/). However, in the case of unvoiced speech, such as /h/, one does not feel
any vibrations of the vocal folds (also called aspiration, i.e., turbulence created at
the vocal folds). This is because, for unvoiced sounds, the vocal folds are just
slightly open and therefore, the air rushing from the lungs produces turbulence at
the vocal folds. This turbulence is modelled as a noisy signal as shown in Figure
6.2, which shows discrete-time speech production model for voiced and unvoiced
sounds. For voiced sound, the gain is Av, which corresponds to the loudness.
Similarly, AN corresponds to the loudness of the unvoiced sound. Considering
the voiced case, the overall transfer function of the speech production model is
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Figure 6.2: Discrete-Time Speech Production Model. After [10].

H(z) = G(z)V(z)R(z), where G(z) is the transfer function of the glottal system,
V(z) is the transfer function of the vocal tract system, and R(z) is the lip radiation
effect. G(z), V(z), and R(z) represents z-domain system functions. Mathematically,
G(z) is given by [10];

G(z) =
1

(1− ckz−1)2 , (6.1)

where (1− ckz−1)2 and (1− c∗k z−1)2 are complex conjugate poles with |ck| < 1
[10]. Furthermore, the vocal tract system V(z) and lip radiation R(z) are given
by [10]:

V(z) =
G

∏N/2
k=1 (1− 2rkcosθkz−1 + r2

kz−2)
, (6.2)

R(z) = Ro(1− z−1), (6.3)

where G is the gain of V(z), rk and θk are the pole radius and pole angle, respec-
tively, of the kth complex pole-pair. If e−cT ≈ 1, then H(z) will be

H(z) =
σ

1−∑
p
k=1 akz−k

, (6.4)

where σ is the gain of H(z). The vocal tract system V(z) is modelled as a linear
time-invariant (LTI) all-pole system by cascading the 2nd order digital resonators
corresponding to each complex pole-pair and thus, formants as shown in Figure
6.3. As per L. G. Kersta, who reported one of the first studies in speaker recogni-
tion, resonance is defined as reinforcement of spectral energy at or around a par-
ticular frequency [243]. The resonance frequencies of the vocal tract system are
called formant frequencies, which implicitly capture the shape of the vocal tract
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Figure 6.3: Vocal tract system, V(z) modelled by cascading 2nd order digital res-
onators. After [10, 11].

system and, thus, form the spectrum. The peaks in the spectrum are referred to as
formant peaks. The acoustics of the vocal tract are usually sculptured employing
a mathematical all-pole model. The frequencies of the poles of this filter model
fall near those of the formant. A formant is also referred to as the acoustic reso-
nance of the human vocal tract. The spectral peaks of the spectrum are referred
to as formant. The formants change with different shapes, and sizes of vocal tract
configurations [244]. The formants F1-F4 are the first four lowest resonant fre-
quencies of the vocal tract. Vowels typically have four or more distinguishable
formants, and sometimes more than six, though most vowels can be character-
ized by F1 and F2. The formant F3 helps to differentiate between [i] and [y] -like
sounds. Additionally, plosives (and, to some degree, fricatives) modify the place-
ment of formants in the surrounding vowels, and that is where F3 and F4 come
into play. Therefore, the vocal tract system by cascading the four 2nd order digital
resonators (corresponding to the first four formants) is given by

V(z) =
4

∏
i=1

Hi(z), (6.5)

where each Hi(z) is a 2nd order digital resonator, as shown in Figure 6.3. The
transfer function for 2nd order digital resonator for ith formant is given by:

Hi(z) =
1

(1− p1i z
−1)(1− p2i z−1)

, (6.6)

where p1 and p2 are the complex conjugate pole-pair of 2nd order resonator trans-
fer function. For ith formant, p1i = p∗2i

= rie
±jωoi . Taking Discrete-Time Fourier

Transform (DTFT) of Hi(z) frequency response of ith formant is given by:

Hi(z)|z=ejω = Hi(ejω) =
1

(1− rie
jωoi e−jω)(1− rie

−jωoi e−jω)
, (6.7)
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where ωoi is the pole angle and ri is the pole radius for the ith formant. Now,
taking magnitude of Hi(ejω),we get,

|Hi(ejω)| = 1

|(1− rie
jωoi e−jω)||(1− rie

−jωoi e−jω)|
, (6.8)

For resonance, |Hi(ejω)| → max, therefore,

d|Hi(ejω)|
dω

= 0, (6.9)

solving the eq. (6.9) will give resonant frequency, ωri ,

ωri = cos−1[
1 + r2

i
2ri

cos ωoi ]. (6.10)

considering pole radius, ri → 1 then we get,

ωri ≈ ωoi . (6.11)

The impulse response of 2nd order digital resonator is given by:

hi[n] = Krn
i sin ωoi(n + 1)u[n], (6.12)

where ri is radius of poles, and K is the overall gain. The pole radius is inversely
proportional to the −3 dB bandwidth. When radius = 1 (i.e., bandwidth = 0),
sharp peaks in the spectrum are observed with the highest possible (∼ ∞) quality
(Q)-factor. The change in pole radius corresponds to various energy losses, which
is discussed in subsection 6.2.2. Due to the various energy losses, dissipation
of energy occurs in the system, which causes the decrease in the amplitude of
the resonances, leading to broadening of the −3 dB formant bandwidths. Thus,
the effect of the damping factor rn

i is observed. A relationship between −3 dB
bandwidth Bi, and pole radius ri for the ith formant is given by [203],

ri = e−πBiT, (6.13)

where B is the −3 dB bandwidth (in Hz), and T is the sampling interval (in sec-
onds). Therefore, for larger radius, sharp high peaks will be observed at the res-
onance frequencies. Hence, to achieve speaker anonymization, radius of the pole
should be decreased so that there will be no presence of sharp and distinct peaks
around formant frequencies, which will make identification of the speaker diffi-
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cult.

6.2.2 Energy Losses

Ideally, the oral cavity is assumed to be a uniform tube with no losses due to the
fact that the poles of corresponding transfer function equation (6.17) (which is a
ratio of DTFT of volume velocities at lips and glottis) are strictly on jω axis in
s-plane. This oral cavity has roughly constant cross-section area with one end
connected to the glottis and another at the lips [10, 229]. However, in reality, this
oral cavity can be modelled by time-varying and non-uniform cross-section area.
The non-uniform tube model additionally considers the energy losses including
vocal tract wall vibration, viscosity, thermal conduction of air particles, and the
radiation loss at the lip, which are briefly described next.

• Viscosity and Thermal Loss: The effect of air particles in flowing from glot-
tis to the lips have some friction with vocal tract walls, which resist the air-
flow from the glottis. This friction can be introduced as a resistor in an elec-
trical equivalent circuit of the cavity. (It should be noted that energy losses
can be described by differential equations coupled to the wave equation that
describes the pressure/volume velocity relations. However, these coupled
equations are quite complicated, and it is difficult to obtain a closed-form
solution to them. Therefore, the solution is found by a numerical simula-
tion, requiring discretization, and hence a discrete element such as a resistor
is introduced here.). This friction represents viscous energy loss. Another
loss in the form of heat loss (also called as thermal loss) is incurred due to
the vibrations of the vocal tract walls. A small decrease in formant frequen-
cies and increase in formant bandwidth can be observed while considering
these losses along with the wall vibration loss. The increase in bandwidth is
more at higher frequencies [12].

• Wall Vibrations: Consider a tube whose cross-section is non-uniform. Fur-
thermore, assume that the cross-sectional area changes slowly with time and
space. The small differential sections of the surface of the wall (dΣ) are as-
sumed to be independent by Portnoff [12]. He assumed the different pieces
of the surface of the wall to be independent, i.e., locally reacting, because the
change in cross-section due to pressure change is very small relative to the
average cross-section. Each of these small sections, can be then mechanically
modelled as shown in Fig.6.4, where mω = mass, kω = spring constant, and
bω = damping constant per unit surface area.
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Figure 6.4: Mechanical model of differential surface element dΣ of vibrating wall,
after [10, 12].

Considering the two boundary conditions of the volume velocity sources
u(0, t) (known), and the output pressure p(l, t) (where l = length of the vo-
cal tract modeled as uniform tube), three coupling equations- two for sound
wave propagation, and one 2nd order differential equation from Figure 6.4
can be approximated as equation (6.14), (6.15), and (6.16), respectively [10].

−∂p
∂x

=
ρ

A0

∂u
∂t

, (6.14)

.
−∂u

∂x
=

A0

ρc2
∂p
∂t

+
∂∆A

∂t
, (6.15)

p = mω
d2∆A

dt2 + bω
d∆A

dt
+ kw∆A, (6.16)

where A0 = average cross-section(constant), ∆A = linear perturbation about
the average cross-section, S0(x, t) is average vocal tract perimeter at equilib-
rium, r is perpendicular displacement of the wall, and ρ = density of air
particles. For the steady-state condition of the system described above, as-
sume the system to be an LTI system. An input ug(t) = u(0, t) = U(ω)ejωt

gives solutions, p(x, t) = P(x, ω)ejωt, u(x, t) = U(ω)ejωt, and ∆A(x, t) =

∆Â(x, ω)ejωt. Portnoff has used standard numerical simulation techniques
to solve these coupled equations, which results in frequency response as
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shown in Eq. 6.17 [12].

Va(ω) =
U(l, ω)

Ug(ω)
. (6.17)

While producing voiced speech, due to air pressure from the lungs, glottis
will vibrate (by invoking Bernouli’s principle in fluid dynamics). Since vocal
tract walls are pliant, they will move under pressure induced by sound prop-
agation in the vocal tract system. These vibrations lead to energy losses in
the cavity and hence, the poles of equation (6.17) are moved from the jω axis,
thereby becoming complex from being only imaginary (ideally). Hence, the
−3 dB bandwidth is non-zero, and formant frequency is shifted. At low
frequencies, inertial mass of vocal tract walls results in more motion, mak-
ing it more dominant at lower frequencies compared to the higher frequen-
cies [10].

• Lip Radiation Loss: The effect of radiation at lips can be analyzed by finding
the acoustic impedance seen by the vocal tract from the lip end. This leads
to the consideration of glottal and radiation load (at the lips) in the cavity
model, as shown in Figure 6.5. Rr is the radiation resistance due to sound

Figure 6.5: Glottal and lip boundary conditions as impedance loads. After [10].

propagation through lips and Lr is the radiation inductance, which is the
inertial mass sent out at lips. Parallel combination of them contribute to the
acoustic impedance as [10]:

Zr(ω) =
P(l, ω)

U(l, ω)
=

1
1

Rr
+ 1

jωLr

=
jωLrRr

Rr + jωLr
. (6.18)

For very small ω ≈ 0, Zr ≈ 0 so the radiation load acts as a short-circuit
with pressure at the lips equal to zero, i.e., p(l, t) = 0. For very large ω with
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condition ωLr ≫ Rr, Zr ≈ Rr making it resistive at higher frequencies. The
radiation energy loss happens due to the real part of the complex impedance
Zr, which is proportional to Rr from eq. (6.18). Thus, more radiation loss
will occur at higher frequencies with monotonic increase in Rr. From this
discussion, it can be observed that this radiation impedance behaves as a
Highpass Filter (HPF) [10]. Hence, to approximate the lip radiation, we can
model the impedance as a HPF before we apply any algorithm on a speech
signal.

Table 6.1: Frequency response of uniform tube with various losses with p(l, 0) =
0. After [10, 12].

Formants Vibrating walls Vibrating walls, viscous, and
thermal loss

Vibrating walls, viscous, thermal,
and radiation loss

Frequency
(Hz)

Bandwidth
(Hz)

Frequency
(Hz)

Bandwidth
(Hz)

Frequency
(Hz)

Bandwidth
(Hz)

1st 504.6 53.3 502.5 59.3 473.5 62.3
2nd 1512.3 40.8 1508.9 51.1 1423.6 80.5
3rd 2515.7 28.0 2511.2 41.1 2372.3 114.5
4th 3518.8 19.0 3513.5 34.5 3322.1 158.7

Table 6.1 shows the effect of energy losses on the formant locations and the
−3 dB bandwidths. It can be observed that when all the losses are taken into
account (i.e., vibrating walls, viscous, thermal, and radiation loss), there is a
very high increase in −3 dB bandwidth for higher frequencies as shown in
Table 6.1 [12]. Here, a comparison is made to the lossless system’s formant
values (i.e., odd multiples of 500 Hz) for a particular, case when tube length
is 17.5 cm with the cross-sectional area of 5 cm2.

• Relevance to the Design of Voice Privacy: The most important thing to
note here is that every human being has different configurations (in partic-
ular, size and shape) of the vocal tract system. In addition, the shape and
size of the lips during speaking varies differently for everyone. These facts
connect lip radiation loss to speaker-specific characteristics of a speech sig-
nal. As the speaker-specific characteristics lie in the higher formants (i.e., F3

and F4) [10], the energy losses become more important when we deal with
the de-identification. In this chapter, we validate this hypothesis using var-
ious experiments which changes −3 dB bandwidth to change the speaker’s
identity.

6.2.3 Linear Prediction (LP) Model

In subsection 4.3.1 of Chapter 4, we described the LP model to predict a sample of
speech using past p samples. However, in subsection 4.3.1, the focus was laid on
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the amount of information carried by the LP residual and its dependence on the
order p of the predictor, where the optimal order was found to be 8 for the replay
SSD task on ASVSpoof 2019 PA dataset, having fs = 16 kHz.

However, for designing a voice privacy system using linear prediction, the
all-pole model is preferred because it is the acoustic tube model for speech pro-
duction. The fact that Linear Prediction Coefficients (LPC) capture implicitly the
time-varying area function of the vocal tract system, make LP model highly suc-
cessful for various speech applications, more so, for speech coding. It can model
sounds, such as vowels, well enough and the other consonants (except nasal con-
sonants which requires zeros in the transfer function). The zeros arise only in the
nasals and in the voiced sounds.

In LP analysis, sample at nth instant is represented as a linear combination of
past p samples, i.e.,

s̃(n) = α1s(n− 1) + α2s(n− 2) + ... + αps(n− p), (6.19)

where α1, α2, ..., αp are called as LP coefficients. The z-domain system function for
pth order predictor is given as:

P(z) =
p

∑
k=1

αkz−k, (6.20)

where p denotes the order of the predictor. The error signal or the LP residual
signal, e(n), is the difference between the actual (true) speech signal and the esti-
mated speech signal. LP residual is given by:

e(n) = s(n)− s̃(n) = s(n)−
p

∑
k=1

αks(n− k). (6.21)

In z-domain, the error signal or LP residual e(n) can be seen as the output of the
prediction error filter A(z) to the input speech signal s(n), and is given by:

E(z) = A(z)S(z), (6.22)

where prediction error filter A(z) is defined as

A(z) = 1−
p

∑
k=1

αkz−k = 1− P(z). (6.23)

The entire LP model can be viewed in two parts, namely, the analysis and the syn-
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thesis. The LP analysis filter suppresses the formant structure of the speech signal
and leaves a lower energy output prediction error, which is often called the LP
residual (or LP error). LP residual is used as an excitation source for the produc-
tion of speech, including its historical and commercially successful applications
in speech coding [245]. The synthesis part takes the error signal as an input that
gets filtered by the inverse filter, which is the inverse of the prediction error filter,
and gives the speech signal as the output. When the vocal tract system is mod-
eled as an LTI all-pole system, then a pole at roi e

jwoi and roi e
−jwoi correspond to

ith formant of the vocal tract system. Vocal tract length has inverse relationship
with the formant frequencies. Thus, we can observe the difference in the formant
frequencies between the male and the female speaker [246]. In particular, a male
speaker (due to larger vocal tract length) tends to have lower formants than a fe-
male speaker [10]. It should also be noted that for the design of voice privacy
system, the LP order is taken to be 16 (10 for vocal tract, 4 for lip radiation, and
2 for glottal flow), unlike the case of LFRCC feature set (where optimal LP order
was 8) in Chapter 4, where the goal was replay SSD.

• Relevance to Speaker Anonymization: In LP model, LP coefficients gov-
ern the pole locations, which in turn determine formant frequency and formant
bandwidth [247]. Mathematically, formant frequency is given by Fsθ

2π , where θ is
the pole angle in radians, given Fs is the sampling frequency in Hz. The formant
bandwidth is given by Fs

π (−log(r)), where r is the radius of the pole [10]. As
per M.R. Schroeder, "human beings emit and perceive sounds by emitting spec-
tral peaks more dominantly than the spectral valleys" [248]. Therefore, we can
achieve speaker de-identification by modifying the formant frequencies leading
to the change in the formant spectrum with naturalness and intelligibility retained
in the anonymized speech. Hence, by performing controlled shift in the pole angle
and the pole radius, speaker de-identification can be achieved without the loss of
intelligibility in the anonymized speech signal. However, it should be noted that
significant modifications to the formants will definitely affect the intelligibility and
the naturalness. The modifications done in our work are NOT significant to ham-
per the naturalness and intelligibility, and are just enough to have altered speaker’s
identity. The impact of these modifications is evaluated by metrics such as EER
(measuring the impact on speaker’s identity) and WER (measuring the impact on
intelligibility).
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Algorithm 9 Voice Privacy by LP Modelling of Speech Production

1: procedure VOICE_PRIVACY(x) ▷ x is the speech signal
2: LP coefficients and residuals are extracted.
3: LP coefficients are converted to poles.
4: Radius of the complex poles is shifted to 0.975 of the original value of

radius.
5: Poles ϕ of the complex poles are shifted to ϕ0.8.
6: New LP coefficients are formed.
7: The new anonymized speech signal is re-synthesized.
8: end procedure

6.2.4 Proposed Voice Privacy System

At first, the speech signal is divided into frames of 30 ms duration, with an over-
lap of 15 ms, which are fed to LP source-filter analysis in order to obtain the LP
coefficients and residual. Only LP coefficients are taken into account for further
processing, while the residual is left unchanged (as compared to its use in LFRCC
for replay SSD in Chapter 4). LP coefficients are then employed to obtain the pole
positions of the LP model. The poles, whose imaginary value is not zero, are con-
sidered, and their pole angle ϕ is calculated. Since most of the complex conjugate
pole-pair correspond to one formant frequency each, only one pole out of the com-
plex conjugate pole-pair is considered for achieving speaker anonymization [249].
To further improve the baseline system, the pole radius is changed along with the
pole angles. The pole angle is shifted by raising it to the power of McAdams coef-
ficient α = 0.8, i.e., ϕα [250]. Values of α and ϕ determines the positive or negative
shift in the pole locations. The pole radius is decreased by 15%, 5%, and 2.5% of
original pole radius [15]. With this new set of pole radius and angles, new set
of poles are fabricated, and therefore, forming new LP coefficients. These new
coefficients along with original LP residuals are used to synthesize new speech
signal and hence, achieving the anonymization of speech. The functional block
diagram of the same is as shown in Figure 6.6. Motivated by original studies in
speech coding literature [251–253], residuals are kept intact because they are used
to retain the naturalness and intelligibility of the speech signal.
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Figure 6.6: Proposed LP-based anonymization system. After [13–15].

6.3 Experimental Setup

6.3.0.1 Datasets Used

For development data, subsets from two corpora, namely, LibriSpeech-dev-clean
and VCTK are provided [254, 255]. These subsets are further divided into trial
and enrollment subsets. There are 40 speakers in LibriSpeech-dev-clean. There
are 29 speakers in enrollment utterances, and 40 speakers in trial utterances. From
these 40 speakers of trial subset, 29 speakers are also included in the enrollment
subset. In VCTK-dev dataset, there are total 30 speakers, which are the same for
both trial and enrollment utterances. Furthermore, for trial utterances, there are
two parts, denoted as common part and different part. Both the parts are disjoint
in terms of utterances, however, they have the same set of speakers. The common
part of the trials has utterances from #1 to #24 in the VCTK corpus, which are the
same for all the speakers. The common part of the trials is meant for subjective
evaluation of speaker verifiability/linkability in a text-dependent manner. #25
onward utterances are distinct and hence, are included in the different part of the
VCTK-dev dataset. For evaluation, the structure is the same as that of Dev set,
except for the number of utterances.

6.3.1 Experimental Results

In the experiments, decreasing the radius of the poles (i.e., r) results in the ex-
pansion of the formant bandwidth B. On studying the experimental results, it is
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Table 6.2: Statistics of the Dev Datasets. After [13].

Subsets of corpus Particulars Female Male Total

Librispeech: Dev-clean

Speakers in enrollment 15 14 29
Speakers in trials 20 20 40

Enrollment utterances 167 176 343
Trial utterances 1018 960 1978

VCTK-dev

Speakers (same in enrollmentand trials) 15 15 30
Enrollment utterances 300 300 600

Trial utterances (common part) 344 351 695
Trial utterances (different part) 5422 5255 10677

Table 6.3: Statistics of the Eval Datasets. After [13].

Subsets of corpus Particulars Female Male Total

Librispeech: test-clean

Speakers in enrollment 16 13 29
Speakers in trials 20 20 40

Enrollment utterances 254 184 438
Trial utterances 734 762 1496

VCTK-test

Speakers (same in enrollmentand trials) 15 15 30
Enrollment utterances 300 300 600

Trial utterances (common part) 346 354 700
Trial utterances (different part) 5328 5420 10748

observed that 2.5% decrease in the radius along with the phase changed to ϕα=0.8,
gave higher values of %EER, and lower values of %WER, which is desired. As dis-
cussed earlier, by decreasing the pole radius, corresponding formant bandwidth
will increase. According to the digital 2nd order resonator (filter) theory (discussed
in subsection 6.2.1), an increase in the bandwidth will decrease the quality factor
Q of the resonator. Spectrum peaks will no longer be distinctly present, causing
the loss of speaker-specific information. Hence, the quality of original speech sig-
nal degrades, which in turn contributes to the higher EER scores. The results of
the experiment in terms of %EER and %WER for test data and Dev data are shown
in Figure 6.7a, 6.7b, 6.7c, 6.7d [15, 256].

6.3.1.1 Gender-Based Analysis

From the experimental results obtained for voice privacy, it can be observed that
the %EER values are higher for the female speakers than the male speakers un-
der the condition that the anonymization technique on the utterances is the same
for both the female and the male speakers, as shown in Figure 6.7a and Figure
6.7b. This result can be supported by the fact that spectral resolution for female
speech is poor as compared to male speech [16]. The mass of the vocal folds in
female speakers is less than the male speakers due to which movement of vocal
folds becomes sluggish in male speakers hence, the glottal vibrations are more
rapid (faster) in female speakers, and therefore, high pitch frequency is observed
for female voice. Hence, in the spectral-domain, the pitch source harmonics are
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(a) (b)

(c) (d)

Figure 6.7: %EER (o- original, a- anonymized) for (a) Dev data, (b) test data, and
%WER (for two trigram LMs: LMs-small LM, and LMl-large LM) for (c) develop-
ment data, (d) test data (for radius = 0.975 to its value and α = 0.8).

observed to be at a greater distance with each other, which results in the poor spec-
tral resolution of the female speaker. This can be beneficial for our aim to achieve
speaker de-identification because the recognition of female speakers through ASV
systems can become difficult. In addition, in the glottal cycle waveform, glottal
closure instant, and period during closure provide characteristics for discriminat-
ing speakers’ voices from one another. Provided the same pitch period and im-
pulse response of the vocal tract system, even a slight variation in the glottal flow
waveform can result in a considerable amount of change in the voice characteris-
tics. Therefore, due to the larger duration of pitch periods in male speakers, they
get sufficient time for the closure of the glottis and to perform activity (i.e., non-
linearities introduced near the (Glottal Closure Instances) GCIs) near the glottal
closure. However, in the case of female speakers, the pitch period duration is al-
most half the pitch period of the male speakers (near about 10 ms in male speakers
and 5 ms in female speakers), due to which female speakers don’t have enough
time between the closures as compared to male speakers [257]. This large varia-
tion in the glottal waveform changes the speaker’s characteristics drastically, and
hence, the difference in male and female speech. The speaker recognition tech-
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niques use information based on the 1-2 ms glottal closure period [258]. Hence,
tracking this large variation in 1-2 ms of glottal closure period becomes difficult
for the ASV systems, which can lead to higher %EER values.

Figure 6.8: Illustration of periodic glottal flow and its spectrum for (a) higher pitch
of female speaker, and (b) lower pitch of male speaker. After [10, 16].

The illustration of the spectral resolution problem is presented in Figure 6.8.
In particular, u[n] represents the glottal flow waveform model which can be given
by,

u[n] = g[n] ∗ p[n], (6.24)

where g[n] is the glottal flow waveform over a single glottal cycle, and p[n] is
an impulse-train [10]. U(ω) and G(ω) is the Fourier transform of u[n] and g[n].
ωk denotes the harmonics of the glottal flow waveform. The magnitude of the
spectral shaping function, G(ω) is referred to as the spectral envelope of the har-
monics.

Furthermore, the analysis of the spectrogram of original and anonymized speech
of both the female and male speakers is shown in Figure 6.9. The original speech
of both the male and female speakers has undergone the same anonymization
method, which was discussed in subsection 6.2.4. According to the change in the
pole angle ϕ, corresponding formants will be shifted, i.e., for ϕ < 1 the formants
will be shifted to a higher value and vice-versa. Due to this reason, lower for-
mants in male speech will shift to a higher value and high pitch-source harmonics
for female speech will be observed.
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Figure 6.9: Panel-I : Analysis of original speech signal. Panel-II: Analysis of
anonymized speech signal: (a) spectrogram and speech signal for a female
speaker, and (b) spectrogram and speech signal for a male speaker.

6.4 Voice Privacy and Attacker’s Perspective

This section first discusses the attacker’s approach to target selection, followed
by the discussion on how voice privacy can help in misleading the attacker. To
that effect, understanding the attacker’s perspective is also important. Hence, we
present the approach of target selection by the attacker in the following subsec-
tion.

6.4.1 Target Selection

In this section, we discuss one of the possible vulnerabilities as target selection.
In order to increase the chances of a successful attack, an attacker selects the most
vulnerable target by using the attacker’s own ASV, as shown in scenario 2 of Fig-
ure 6.10 [259]. The attacker chooses the most vulnerable target as the speaker con-
tributing the most to the FAR. This strategy of selecting the most appropriate (i.e.,
most vulnerable) speaker is known as target selection. Furthermore, this approach
of target selection is primarily focused on mimicry attacks on speakers, particu-
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larly those speakers whose speech data is available in public in large quantities,
such as celebrities. With the aim to protect the privacy of speakers, the approach
of target selection can also be useful in determining how secure a closed-domain
targeted ASV system is [260].

Figure 6.10: Target Selection: By using the Attacker’s ASV to Attack the Victim’s
ASV.

To further intuitively understand the attacker’s approach of target selection,
we assume Log-Likelihood Ratio (LLR) as being the similarity score. Usually, it
is compared to a predefined threshold, which then defines the FAR and FRR.
Additionally, the LLR is computed in terms of the Probabilistic Linear Discrim-
inant Analysis (PLDA) score for the state-of-the-art x-vector based approach of
ASV [261]. Target selection attacks can be performed in one of the following two
ways:

1. By selecting the most vulnerable speaker (from the speaker classification as
shown in Figure 6.11), referred to as ‘lamb’ in [259], from the set of enrolled
speakers. Lambs are the speakers, who are easiest to mimic w.r.t. a specific
attack. Thus, the speaker with the highest LLR score w.r.t. that attack, is
selected as being the lamb.

2. By selecting the most skillful attacker (i.e., the speaker who is successful at
imitating other speakers), referred to as ‘wolf’ in [259], w.r.t. a pre-defined
victim speaker. Thus, an attacker with the highest LLR score w.r.t. the fixed
pre-defined victim, is selected as being the wolf.
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It should be noted that the target (i.e., the most vulnerable speaker) is also depen-
dent on the type of attack, or the algorithm used for spoofed speech generation.
More so, if the attack is a mimicry attack, the selection of the target also depends
on the attacker’s speech. The dependency for each of the spoofing attacks is dis-
cussed as:

• In the case of spoofing by professional mimics, suprasegmental or prosodic
features of the target speaker are used for imitation [1]. Furthermore, the
use of these prosodic features is dependent on the relative skillfulness of the
mimics [257].

• In the case of twins, spoofing is indeed dependent on the speaker type, be-
cause the co-twins share similar segmental information in their speech sig-
nals.

• For the case of spoofing attacks such as replay, the success of the attack de-
pends on the quality of recording and playback devices, and also the envi-
ronmental or acoustic conditions (for example, more reverberation in a room
leads to the attack being easily detected by the SSD system).

• For the case of spoofed speech generated due to voice conversion, the algo-
rithms for voice conversion convert the speech of a source speaker into the
speech of a target speaker. Hence, the attack is speaker-dependent in this
case.

Notably, target selection is different from a speaker identification perspective.
In the latter, the claimed identity is compared with all the speaker models, and
the maximum closeness to the claimed identity is compared with a pre-defined
threshold. Contrary to this, in target selection, as shown in Figure 6.10, no single
speaker is claiming his/her identity and hence, the ASV system has to be run
iteratively to include all the speakers. Moreover, the chosen target is responsible
for the maximum FAR, out of all the speakers.

6.4.2 Target Selection by the Attacker and Voice Privacy System

According to Doddington’s menagerie [259], a pool of speakers can be divided
into 4 categories, based on their effect on the EER, as shown in Figure 6.11. Most of
the population of the speakers are of sheep type, which is the default speaker type,
for which the ASV system performs well. However, target selection is performed
on the remaining speakers (i.e., goats, lambs, and wolves type), which contribute
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to the EER (i.e, FAR or FRR). It should be noted that only 15 to 20% of the speakers
contribute to %EER [259]. Since each of the type of speakers has a different effect
on the EER, they can also be classified in terms of their vulnerability levels to
attacks, as shown in Figure 6.11. From an attacker’s perspective, the lamb type

Figure 6.11: Types of speakers based on their vulnerability levels and their effect
on EER scores.

speakers should be the target. The attacker can perform target selection using an
ASV system, to choose the most vulnerable speaker from the pool of speakers, as
the target [2]. However, if voice privacy is used, the target selection procedure
by the attacker will yield incorrect results. Thus, the attacker will be fooled into
selecting a not-so-vulnerable speaker as the target, as shown in Figure 6.12.

If the anonymization is achieved on the corpus by using a voice privacy sys-
tem, the actual speakers are mapped to their corresponding pseudo-speakers. The
output of a voice privacy system is a speech utterance, which sounds as if it had
been spoken by another speaker, known as pseudo-speaker. Thus, the anonymiza-
tion process alters the identity of the speaker, however, retains its intelligibility
and naturalness [13]. The change in identity modifies the vulnerability levels of
the speakers. Therefore, as shown in Fig. 6.13(b), after voice privacy is applied,
the target selection system yields pseudo-speaker C as the most vulnerable one,
whereas in reality, speaker A is the most vulnerable. Hence, the attacker can be
fooled into believing that the target is pseudo-speaker C. Therefore, the techno-
logical challenge faced by the attacker is due to the anonymization provided by
the voice privacy system on a speech corpus.
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Figure 6.12: Schematic representing effect of Voice Privacy on target selection.

Figure 6.13: (a) Attack using target selection, but without voice privacy system,
and (b) attack using target selection with voice privacy system.

6.5 Target Selection in Enrolled Users with Malicious

Intent

In principle, an enrolled user has more power to attack than an attacker (usually a
non-enrolled outside entity). An enrolled user with malicious intent may attempt
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to spoof the system, which is, all the more, a greater security concern/threat. A
real-world example of this type of attack is the twin fraud in HSBC bank, where
the bank’s voice authentication system was spoofed by a BBC journalist, and his
non-identical co-twin speaker [44], [45]. Another interesting point to note here is
that if an SSD system as a countermeasure for twins attack is used, it will prevent
malicious twins from impersonating (which is based on physiological character-
istics, in particular, the shape and size of the vocal tract system [1]). However, it
will also prevent genuine, and zero-effort imposters from verification and hence,
increasing the False Rejection Rate (FRR). With the deployment of a Voice Privacy
system instead, this kind of attack will not be possible. Moreover, the issue of
preventing genuine and zero-effort imposters will also be alleviated and hence,
there will be no increase in FRR.

The work reported in [257] is based on 17 pairs of twins. We performed an
experimental analysis under the scenario when one co-twin speaker attempts to
mimic its other co-twin counterpart. To that effect, we investigate the twin-pair
that has the most similar co-twin, based on the EER outcome found iteratively for
each twin-pair.

6.5.1 Setup

• Dataset Used: The twins data used in this work has been taken from [257],
with sampling frequency as 22050 Hz. The Hindi (an Indian language) sub-
set of the dataset was used. It was prepared with the help of tape recorders
(Sanyo model no. M− 1110C and Aiwa model no. JS299) with microphone
input and close-talking microphones (namely, Frontech and Intex). The to-
tal number of pairs of twins was taken to be 17. The speakers belonged to
various dialectal regions of Maharashtra (a state in India), with a native lan-
guage as Marathi (an Indian language). Out of the 17 twin-pairs, 12 pairs
of twins are male-male siblings, 4 pairs of twins are female-female siblings,
and 1 pair of twins is male-female siblings. The speakers’ age in the dataset
varies from 7 years to 61 years, at the time of recording of data.

• Data Preparation, Features, and Classifier Used: The available twins cor-
pus has speech data corresponding to 17 twin-pairs. For training data, each
of the recordings of each twin-pair was of about three to five minutes du-
ration. For evaluation data, each of the recordings of each twin-pair was of
about one-to-two minutes duration. Therefore, each speech recording was
divided into chunks of 5 sec of data. This was done for both the training and
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evaluation datasets.

• Data Augmentation used: To overcome the limitation of limited data, we
have augmented the data for better training of the classifier. The data aug-
mentation is done using a concept of phase shift, as also done in [262]. The
human auditory perception is not affected, when the phase of the speech
signal is shifted by 180 degrees [212]. Therefore, we shift the phase of our
speech recordings by 180 to obtain another set of speech data. It is important
to note that this data augmentation strategy does not affect the speaker’s
identity.

• Feature and classifier used: The state-of-the-art MFCC feature set was used
with dimension 40. The classifier used was based on Gaussian Mixture
Model (GMM) with the number of Gaussian components kept as 128, con-
sidering resource constraints.

6.5.2 Experimental Results

The most vulnerable twin pair is selected on the basis of %EER. Figure 6.14 shows
the EER obtained for each twin-pair. It can be observed that the twin-pair 6 (con-

Figure 6.14: A case study on target selection: EER estimation of each twin-pair.

sisting of male-male speakers) has the lowest EER of 10.94%. It indicates that
the twin-pair 6 consists of the most similar speakers. According to Dodding-
ton’s menagerie, twin-pair 6 is of lamb type speaker, as twin-pair 6 leads to the
least EER, and hence, the co-twins of this twin-pair can mimic each other with
the highest probability of success, as compared to the remaining twin-pairs in the
dataset. Furthermore, the twin-pair 12 (consisting of male-male speakers) has the

173



highest EER of 50%, indicating that the co-twins are the most dissimilar speakers
and hence, twin-pair 12 is the least vulnerable to twins attack.

Out of these 17 twin-pairs, 4 pairs are of female-female type, 12 pairs are of
male-male type, and 1 pair is of male-female type. The average EER of female-
female twin-pairs is 10%, and the average EER of male-male twin-pairs is 26.08%.
The effect of gender on vulnerability remains an open research direction.

6.6 Technological Challenged Faced By the Attacker

In this section, we study and analyze various issues the attacker faces in order to
attack any given ASV system [2].

6.6.1 Number of Trials on Victim ASV Access

In realistic scenarios, an effective ASV system should have an upper limit to the
number of trials that can be allowed for a particular speaker. However, an as-
sumption for target selection attacks is that the attacker can have in principle, an
infinite number of trials (since the attacker uses his/her own ASV to attack), in or-
der to effectively practice the mimicry, which is impossible in practical scenarios
of ASV system development.

6.6.2 Corpora for Attacker’s Perspective

The attacker can proceed with the target selection attacks only when the corpora
used for ASV is public, such as VoxCeleb. This is because target selection should
be performed over the same corpora as that of the victim ASV. If this is not the
case, then the probability of a good LLR score will decrease drastically, as the
probability of the existence of a speaker, who is also the most vulnerable in two
different datasets is almost negligible. Thus, the system becomes error-prone.

Moreover, there are various corpora available in the literature w.r.t. anti-spoofing
research, such as ASVSpoof 2015, 2017, 2019, and 2021 datasets. However, these
standard datasets are limited to a fixed number of configurations of data collec-
tion setup, and thus, limited recording conditions. Moreover, datasets are pre-
pared with certain underlying assumptions. Such assumptions keep us far away
from developing generalized anti-spoofing systems suitable for real-world appli-
cations. For example, the generation of spoof utterances in the ASVSpoof 2015
dataset is limited to 10 algorithms of VC and SS. Similarly, the replay spoofing
utterances in the ASVSpoof 2017, 2019, and 2021 datasets are limited to a fixed
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number of recording configurations. This makes the attacker mount complemen-
tary attacks by utilizing the weakness of the underlying SSD system because till
now the corpora for anti-spoofing are limited to a specific attack only. Therefore,
we are far away from designing a versatile SSD system, which would alleviate all
the five types of presentation attacks as well as unknown attacks. Additionally,
these publicly available corpora are available to the attacker as well. To that effect,
attacks over unprotected corpora can be used to determine personal information
about speakers using techniques, such as target selection, which enables an attacker
to select the most vulnerable speaker from a corpus [2, 260]. Figure 6.15 shows a
Venn diagram w.r.t. the publicly available corpora for developing anti-spoofing
defences against various spoofing attacks. However, it should be noted that there
exists no dataset (this situation is denoted by ‘?’ in Figure 6.15), which aims at
developing CMs for more than one or all the spoofing attacks. Therefore, there is
still a long way to come up with generalized CMs, that are suitable for real-world
SSD deployment.

Figure 6.15: Publicly available corpora for anti-spoofing research and the asso-
ciated known attacks. Here, ’?’ indicates, a gap area to develop anti-spoofing
corpora from attacker’s perspective.

6.6.3 Transmission Channel

As per the recent anti-spoofing literature, transmission channel conditions are
known to play an important role in the performance of SSD systems. Hence, anti-
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spoofing over a phone channel was chosen as the topic of the recent ASVSpoof
2021 challenge [263]. Thus, the transmission channel also forms one of the tech-
nological challenges from the attacker’s perspective as well.

6.6.4 Perturbation Minuteness in Adversarial Attacks

While attacking by adversarial ML approach, the boon for the attacker can even
become disadvantageous. The small perturbation might not be captured over the
air, causing the attack to be unsuccessful, especially in the case of Voice Assistant
systems [264]. Consequently, over the air, the performance of perturbed signals
should also be considered, while evaluating the chances of a successful attack by
adversarial ML methods. Furthermore, the perturbation should be such that it
bypasses any smoothing technique used in the ASV system [265].

6.6.5 Voice Privacy Systems

As per the discussions in Section 6.1 and Section 6.2, Voice Privacy (VP) aims
to hide a speaker’s identity, retaining the speech linguistic content and natural-
ness [13,114]. If the users publish data without anonymization, the attacker gains
illegal access to it, and can further use speakers’ information to attack the ASV
system (as shown in Figure 6.16). If a speech signal undergoes a considerably
good algorithm for VP and anonymized data is published, it will be almost im-
possible for an attacker to perform target selection due to the absence of mapping
between the speech data and actual speaker identity [15, 266]. If VP is used, the
most vulnerable target T∗ cannot be chosen correctly. Consequently, the approach
of optimal target selection will not be useful, and the attacker will be left with only
fewer attack strategies.

Figure 6.16: Game between an attacker and VP system.
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6.6.6 Voice Liveness Detection (VLD)

The countermeasure solutions developed in the ASVSpoof Challenges are specific
to a particular attack. Given that the attacks on the ASV systems can be known or
unknown attacks, VLD systems aim to detect only the live speech signal, and re-
ject all the other non-live speech, which are generated from known and unknown
attacks [26]. In this context, as discussed in Chapter 5, VLD is an emerging re-
search area in which pop noise has been used actively as a discriminative acoustic
cue to detect live speech [92, 102, 267]. VLD systems enhance the security of the
ASV system. Given that VLD systems aid in enhancing the robustness against
attacks on ASV, they have also become a technological challenge for attackers. In
particular, VLD systems are highly efficient against replay attacks. Replay attack
requires only a recording device to capture a genuine user’s voice from a dis-
tance. However, due to the distance of the recording device from the speaker,
liveness cues, such as pop noise are faintly captured, or even absent in some
cases. Moreover, even in the case of artificially synthesized signals, a playback
device/loudspeaker is needed to mount the attack, which in turn diminishes the
strength of pop noise, which is strongly present in live speech. Moreover, till now,
VLD is analyzed w.r.t. only replay attacks. However, the scope of VLD in other
spoofing techniques, such as VC and SS, remains to be explored and is an open
research problem.

6.6.7 DeepFake Detectors

Advances in DeepFake generation techniques have made fake data each time
more accessible. Thus, DeepFake detection has gathered immense interest, es-
pecially in images and videos [268, 269]. Nevertheless, we focus our discussion
on speech DeepFake detectors, which have not been considered as much as im-
age and video DeepFake detectors. In [270], higher-order power spectrum corre-
lations are considered in the frequency-domain. Bi-spectral characteristics, such
as bi-coherent magnitude and phase spectra, were used to observe third-order
correlations. Differences were observed in the bi-coherent magnitude and phase
spectra between natural and synthetic speech. In [271], semantically rich infor-
mation was extracted by using latent representation. Particularly, XcepTemporal
convolutional recurrent neural network was introduced for DeepFake detection
by stacking multiple convolution modules.
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6.7 Voice Privacy and Cryptography

Cryptography aims to prevent any malicious usage of data by encrypting data to
an unreadable (or unrecognizable) form. There are two primary types of crypto-
graphic algorithms - symmetric key (private key) encryption and asymmetric key
(public key) encryption. The symmetric key encryption deals with a single private
key, which is used for encryption as well as decryption. Therefore, the symmetric
key encryption itself can require security for the protection of the key. Moreover,
the total number of keys required for p parties should be p(p− 1)/2 [17]. Hence,
due to these key-management issues, public key encryption has taken over most
of the security applications. Unlike the symmetric key encryption, in the public
key encryption (i.e., asymmetric key encryption), encryption and decryption are
performed using two different keys- one of them is a public key, which is used for
encryption, the other is a private key, which is used for decryption [272]. The
Rivest Shamir Adleman (RSA) algorithm is one of the most standard algorithms
used for private key encryption [273]. In the following subsections, we will dis-
cuss the most widely used RSA algorithm and its time complexity.

6.7.1 Public Key Encryption

Public key encryption uses two kinds of keys - public and private. Public keys are
accessible to everyone, including the attacker. However, private keys are known
only to a single user. Each user has his/her own private key, which is not to be
shared with anyone. As shown in Figure 6.17, the message is encrypted by the

Figure 6.17: Public key Encryption and Decryption. After [17].

sender S, with the help of the receiver’s public key, KR(pub). Examples of public
key algorithms are RSA, Diffie-Hellman, and El-Gamal encryption [17].

Though key management is not a major issue with such types of algorithms,
however, these algorithms are slower than the symmetric key encryption algo-
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rithms and are mathematically more complex and intensive. As an example, the
well-known RSA algorithm is shown in three parts as Algorithm 10, Algorithm
11, and Algorithm 12 [272–274]:

Algorithm 10 Key Generation. After [17].

1: procedure KEY_GENERATION(p, q)
2: n = p ∗ q
3: Euler’s totient function, Φ(n) = (p− 1) ∗ (q− 1)
4: Choose an integer e such that it satisfies the following two conditions:
5: 1<e<Φ(n)
6: GCD(e, Φ(n))=1
7: Calculate d such that d ≡ e−1(modΦ(n)). This means e.d ≡ 1( mod Φ(n))
8: (e, n) and (d, n) (public key and private key (of the receiver))
9: end procedure

The message to be encrypted is represented as an integer m such that m > 0 and
m lies the interval (0, n− 1]. The sender has the receiver’s public key (e, n).

Algorithm 11 Encryption. After [17].

procedure ENCRYPT(m, e, n)
Sender computes cipher c = me( mod n).
The cipher c is then sent to the receiver for decryption.

end procedure

The receiver has received the cipher from the sender.

Algorithm 12 Decryption. After [17].

procedure DECRYPT(c, d, n)
The cipher will be decrypted as m = cd( mod n), by the receiver.
Decrypted message is m.

end procedure

Time Complexity:
The complexity of the RSA algorithm is majorly contributed by three operations,
which are exponentiation, inversion, and modular operation. Modular opera-
tions, such as modular addition operations exist, whose complexity is of the order
of O(log n), where n is the size of the input.

Modular multiplication on 2 numbers A and B represented in k-bit binary
representation, is done using squaring and multiply technique as shown in the
following algorithm: To get me mod n, modular multiplication is used. Consid-
ering the complexity of multiplication O(log n2), i.e., repeated addition of two
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Algorithm 13 Modular Multiplication using Square and Multiply Technique

1: procedure MOD_MULT(A, B, k)
2: Initialise output P = 0
3: for i = 0 to k− 1 do
4: P = 2P + A.Bk−1−i
5: P = P mod n
6: end for
7: end procedure

number of log n bits each, the complexity of the modular exponentiation is about
O(log n3).

Using Euclidean extended GCD from (Extended Euclidean algorithm), the in-
verse of a number can be calculated in O(log n2) [275]. Thus, for N-digit number
space, the overall time complexity of key generation will be O(N2), and the over-
all time complexity of encryption and decryption will be of the order of O(N3).

These modular operations are used repeatedly and intensively for the other
cryptographic approaches also, such as Homomorphic Encryption (HE) [276].
The size of the key used should be 2048-bits and therefore, the inputs to the mod-
ular operations are also nearing the same order, which makes the overall compu-
tational overhead high.

6.7.2 Limitations of Cryptographic Approaches for Voice Privacy

Though cryptographic approaches are meant to be used for security purposes,
there are practical issues with their implementations in already complex systems,
such as ASVs. The limitations are discussed in this subsection.

• The security of cryptography lies under the concept of computational diffi-
culty of solving the discrete logarithmic problem. However, the same reason
is responsible for the limitation of cryptographic techniques in deployment
to real-world applications. Therefore, cryptography is costly both in terms
of time and resources.

– Addition of cryptographic techniques in the information processing
leads to delay.

– The setting up and maintenance of cryptographic implementations, such
as public key infrastructure and HE requires a large computing power,
varying overhead of communications, and rounds of interactions and
hence, a big monetary budget.
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– Most cryptographic techniques use modulo arithmetic operations on
integers. However, given the nature of a speech signal, representation of
signals and computations on them require modulo arithmetic on float-
ing point operations [114].

• Variable speech signal quality should also be reflected in the encrypted out-
put. However, this requires computations of matrix inversions and log-
determinants, which are expensive computations.

• Vulnerabilities and threats can come up because of the poor (hardware) im-
plementation of systems, protocols, and procedures. A poor hardware im-
plementation can open the way to many hardware-based attacks, such as
side-channel attacks [277].

• Cryptographic implementations can become vulnerable to attacks if they are
not maintained and updated regularly. Since the security lies in the compu-
tational difficulty, regular breakthroughs that solve those computationally
difficult problems, keep coming up [17]. Hence, the current implementa-
tions should regularly update their difficulty levels.

• With the advent of quantum cryptography, the existing systems, whose se-
curity is based on the computational difficulty of solving a mathematical
problem, will completely collapse. Therefore, post-quantum solutions in cryp-
tography are desirable, but they too come with a cost in terms of both time
and resources.

6.8 Chapter Summary

This chapter discussed privacy issues, apart from spoofing attacks, in the con-
text of speech technologies. The design of an LP-based voice privacy system to
achieve speaker anonymization is presented. Furthermore, the distribution of
various speakers according to their effect on EER is discussed, which is followed
by the approach of target selection from the attacker’s perspective. In particular,
the target selection approach is demonstrated experimentally w.r.t. twins attack.
Additionally, the various technological challenges faced by the attacker are also
presented. Furthermore, the merits and demerits of using standard cryptographic
techniques are also discussed. In the next chapter, additional works of the pro-
posed Morse wavelet-based features and u-vector are presented w.r.t. additional
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applications on infant cry classification, and dysarthric severity-level classifica-
tion.
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CHAPTER 7

Additional Works

This Chapter 1 discusses the work related to Assistive Speech Technologies (AST),
such as infant cry classification and dysarthric severity-level classification. To that
effect, additional use of the proposed Morse wavelet-features and the U-vector
(as discussed in Chapter 5 and Chapter 4, respectively) on AST is explored in this
chapter.

7.1 Infant Cry Classification

Crying is the known mode of communication for infants, which is an essential
evolutionary signal that enables infants to convey discomfort. During the first
three months after birth, infant cries are known to carry neurological and health
status of the infant [278]. About 2.5 million infants succumb to various vaccine-
preventable and other ailments within the initial months of birth. Several di-
agnosis methods, such as magnetic resonance imaging, computed tomography
scans, and head ultrasound are used to identify various pathologies. However,
pathology diagnosis is costly, and also time taking, which impacts the health of
the baby. For example, asphyxia is identified by pale and bluish limbs. However,
by the time these visual symptoms are visible, notable neurological damage to

1This Chapter is based on the following publications:

• Priyanka Gupta, Aastha Kachhi, and Hemant A. Patil, “Classification of Normal vs. Patho-
logical Infant Cries Using Morse Wavelets", submitted in 31st European Signal Processing
Conference (EUSIPCO), Helsinki, Finland, 04 -08 Sept., 2023.

• Aastha Kachhi, Anand Therattil, Priyanka Gupta, and Hemant A. Patil, “Continuous
Wavelet Transform for Severity-Level Classification of Dysarthria," in International Con-
ference on Speech and Computer (SPECOM), Eds. S. R. Mahadeva Prasanna et.al, Lecture
Notes in Computer Science (LNCS), Springer, vol 13721, pp. 312–324 , 2022.

• Aastha Kachhi, Priyanka Gupta, and Hemant A. Patil "Features Motivated From Uncer-
tainty Principle for Classification of Normal vs. Pathological Infant Cry", in 30th European
Signal Processing Conference (EUSIPCO), pp. 1253-1257, Belgrade, Serbia, 29 Aug. -02
Sept., 2022.
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the neonate would have already occurred [279,280]. Hence, the need to develop a
robust assistive pathology detection algorithm to aid paediatricians in identifying
such pathologies is increasing [281]. To mitigate this problem, fingerprint-based
identification systems for infants have been developed [282]. Some of the promi-
nent causes of infant’s death are asthma, Sudden Infant Death Syndrome (SIDS),
and asphyxia.

The infant cry classification and analysis involves multidisciplinary fields, such
as, neurological, physiological, psychology, engineering, developmental linguist,
and paediatrics. Early in 1960s, the preliminary analysis of infant cries for patho-
logical cry detection was pioneered using spectrograms by Xie et. al. [283]. The
characteristics of normal cry sounds, generally defined as “cry modes" or “cry
phonemes," including vibration, dysphonation, inhalation, and hyperphonation,
were investigated for both the time and frequency-domains [283]. This study was
extended to the pathological cries in [284], where some of these cry modes were
found to be correlated with pathology.

In [285], infants are found to have melodic pattern in their cry. To that effect,
a recent Constant Q Transform Cepstral Coefficients (CQCC) features were ex-
plored in [286], where the form-invariance property of CQT was explored for infant
cry classification. Given CWT is a type of CQT, in this study, we explore the effec-
tiveness of CWT (i.e., scalogram)-based features for infant cry classification task.
Furthermore, similar to Mel-STFT, and CQT, the CWT-based scalogram features
are also known to have better resolution in lower frequency regions [287,288]. Fur-
thermore, the existing works are majorly standard neural network-based classi-
fiers, where, the input to these neural network classifiers is fed as spectrograms, or
Mel-spectrograms, which are standard and well known [289–291]. However, we
have considered the standard and well-known spectrograms, Mel-spectrograms,
and CQT as the baselines of our work, and Morse wavelet-based features are pro-
posed for infant cry classification.

Furthermore, the existing works in [292] propose the use of variants of Daubechies
wavelets, which are real wavelets. Moreover, these approaches use DWT-based
features, whereas the analytic CWT is robust to noise and higher-order modula-
tions, which makes it more suitable for feature extraction.

Additionally, we also exploit the u-vector feature set for infant cry classifica-
tion. This work is motivated by the proposition that melody and rhythm (prosody)
understanding and memory begin around the third trimester of pregnancy, and
infants have a remarkable musical aptitude, where melody contours of F0 are
prominent [285]. Hence, TBP (i.e., the uncertainty in information, as discussed
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in Chapter 4) can be helpful to distinguish normal vs. pathological cries based
on the information from the F0 contours. To that effect, we propose uncertainty-
based feature set called as u-vector for the classification of normal vs. pathological
cries.

7.1.1 Morse wavelets-Based Features

As per the study reported in [283], an infant cry signal comprises 10 cry modes.
These cry modes have different time-frequency patterns, when observed in nar-
rowband spectrogram. These cry modes (as shown in Figure 7.1 (a)) are:

1. Glottal Roll: Also called as the trailing cry mode, it comprises gradually
decreasing patterns of F0 and total energy.

2. Flat: It is the region where F0 is smooth and steady with fewer variations
between F0 and its harmonics are observed.

3. Falling: It is the time-frequency region having descending F0.

4. Rising: It is the time-frequency region having ascending F0.

5. Double Harmonic Break: It represents the weak primary simultaneous par-
allel harmonic lines present between harmonics of F0.

6. Dysphonation: It represents the regions of the time-frequency representa-
tion, where the harmonics are indistinguishable, and the energy distribution
is unstructured over all the frequencies.

7. Hyperphonation: Energy distribution with high F0 phonation.

8. Inhalation: It is caused by rapid breathing of the infant, resulting in exhaus-
tive expiratory phase.

9. Vibration: Normally time-frequency pattern of high energy level with un-
structured energy distribution of vibrating F0.

10. Weak Vibration: It is similar to vibration, but with lower energy levels of
F0.

It should be noted that continuous-time Fourier transform (CTFT) obeys the form-
invariance property, i.e., F{x(t)} = 1

|α|X
(

ω
α

)
. However, STFT does not obey form

invariance (because the window function of the time parameter), as obeyed by
CQT, and CWT. To that effect, we can observe in Figure 7.1 (b) and Figure 7.1
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Figure 7.1: Infant cry modes captured by (a) spectrogram, but have a general
structure in (b) CQT-gram, and (c) Morse wavelet-based scalogram representa-
tions, due to the form-invariance property followed by CQT and CWT.

(c) that these cry modes have a common (i.e., general) structure in CQT-gram
and scalogram representations, respectively. Since CWT is also a kind of CQT,
the scalogram also follows the form-invariance property and hence, a common
structure is observed.

With respect to the discussion in Chapter 5, similar Morse wavelet-based scalo-
grams are used as features for infant cry classification in this work. However, in
Chapter 5 for VLD, we used low-frequency region (0-50 Hz) for feature extraction,
whereas in this chapter, we have used the entire frequency range from 0 to fs/2
Hz. From Panel-I of Figure 7.1 (c), it can be observed that the scalogram corre-
sponding to healthy (normal) cry exhibits a continuous band of energy in the high
frequency region (particularly near 1 kHz, as shown by the red box). However, a
clear distinction can be observed in Panel-II of Figure 7.1 (c), which shows scalo-
gram corresponding to pathological (asphyxia) infant cry. In particular, it can be
observed that there is absence of continuous band of energy in this case. More-
over, a short burst of energy (as indicated by the red box) is observed in the lower
frequency region, indicating the possible presence of pathology. In this work, we
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Algorithm 14 MATLAB pseudo code for the proposed Morse wavelet-based
scalogram extraction.

1: procedure SCALO_IMAGE(x) ▷ x is the speech signal
2: w_name=‘morse’ ▷ Taking Morse wavelet
3: [cwt_coeffs, F]← cwt(x, w_name)
4: Mapping CWT coefficients to scalogram RGB image of 512× 512.
5: tpoints← time vector of x(t)
6: pcolor(tpoints, cwt_coeffs)
7: scimg=ind2rgb(rescale(cwt_coeffs), jet(320))
8: scalo_image← imresize(scimg, 512, 512)
9: end procedure

extract CWT-based representations (i.e., scalograms), as described in Algorithm
14. These scalogram-based features are then fed as input to the GMM classifier.

7.1.1.1 Experimental Setup

• Datasets Used: In this study, we use three datasets, namely, Baby Chillanto
database, the DA-IICT corpus, and the combined (Baby Chillanto + DA-
IICT) dataset. Baby Chillanto dataset was designed using recordings made
by doctors and is the property of Mexico’s NIAOE-CONACYT and its statis-
tics can be studied from [293]. The second dataset known as the DA-IICT
corpus was collected by [294, 295]. The third dataset called as combined
dataset consists of all utterances of Baby Chillanto dataset along with DA-
IICT corpus, with 1842 utterances in the healthy class, and 1616 utterances
in the pathology class. For fair experimentation, we have resampled the ut-
terances of all the datasets to a uniform sampling frequency of 16 kHz. The
resampling was done using MATLAB’s resample function, which resamples
the input signal by applying an FIR Antialiasing Lowpass Filter to the signal
and compensates for the delay introduced by the filter. The function oper-
ates along the first array dimension with a size greater than 1. Experiments
in this study are performed using 10-fold cross-validation (cv) method. Ta-
ble 7.1 shows the data partitioning of each of the 10-folds.

7.1.1.2 Experimental Results

– Effect of wavelet duration (P2
β,γ): Here, we present the results obtained

by varying the wavelet duration parameter of the Morse wavelet, P2
β,γ.

Figure 7.2 shows the effect of P2
β,γ, keeping γ fixed as 3, on the two
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Table 7.1: Number of utterances in data partitions in each fold.

Dataset→ Baby
Chillanto DA-IICT Combined

Train 2041 1071 3112
Test 227 119 346
Total 2268 1190 3458

Figure 7.2: Effect of the Morse wavelet parameter P2
β,γ on Baby Chillanto, and DA-

IICT corpora.

Figure 7.3: Effect of three data augmentation techniques (i.e., tempo, volume, and
speed perturbations), on (a) Baby Chillanto, (b) DA-IICT, and (c) combined cor-
pora. Best viewed in color.

datasets. It can be observed from Figure 7.2 that the results are de-
graded for relatively lower values of wavelet duration, more so, for the
DA-IICT corpus. From the discussion in Chapter 5, it can be deduced
that for a fixed value of γ (i.e., γ = 3 in this work), a low value of P2

β,γ

corresponds to a low value of β. Therefore, in Figure 5.17, as we keep
γ = 3 fixed, and move towards lower values of β (i.e., lower values of
wavelet duration, P2

β,γ), poor quality filters (with low quality factor, i.e.,
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with increased bandwidth) are produced. Therefore, the performance
is observed to be degraded for lower values of wavelet duration for
both the datasets. Furthermore, the optimal value of P2

β,γ obtained is 60
for the case of Baby Chillanto dataset, and 45 for the case of DA-IICT
corpus. Given that Baby Chillanto is statistically significant standard
dataset for infant cry classification problem, we choose to keep P2

β,γ as
60, for the remaining experiments in this work.

– Overall Performances: Keeping the parameter P2
β,γ as 60 for Morse

wavelet-based scalogram features, we now present the overall perfor-
mances in terms of % accuracy, obtained on the three datasets used in
this work. To that effect, Table 7.2 shows the performance of Mel STFT,
CQT, and the proposed Morse wavelet-based scalogram features. It

Table 7.2: Overall performance (in % accuracy) of baselines and the proposed
features on the three datasets.

Datasets→ Baby Chillanto DA-IICT Combined
Mel-STFT 92.16 87.45 89.57

CQT 97.31 89.41 92.05
Morse wavelet

-based scalogram 98.19 94.51 91.70

can be observed that the proposed features outperform Mel STFT and
CQT features on Baby Chillanto and DA-IICT corpora. On the Baby
Chillanto dataset, the absolute improvement in % accuracy is 6.03 and
0.88, w.r.t. Mel STFT and CQT, respectively. On the DA-IICT dataset,
the absolute improvement in % accuracy is 7.06 and 5.1, w.r.t. Mel
STFT and CQT, respectively. Furthermore, for the combined dataset,
CQT still remains to be performing the best. However, the absolute
difference of % accuracy of CQT and Morse wavelet-based scalogram
features is only 0.35. The marginally improved performance of CQT
might be due to the data partitioning effect on the combined data.

– Effect of Data Augmentation: Here, the results (in % accuracy) pertain-
ing to the three data augmentation techniques are presented, namely,
tempo, volume, and speed perturbation. To that effect, Figure 7.3 (a)
shows the results pertaining to Baby Chillanto dataset, wherein the
performance on three types of data augmentation techniques (tempo,
volume, and speed perturbation) is shown. It can be observed that
Morse wavelet-based scalogram approach outperforms the existing ap-
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proaches for all the three augmentation techniques in the case of Baby
Chillanto dataset. Furthermore, Figure 7.3 (b) shows the results per-
taining to DA-IICT dataset. It can be observed that CQT-based method
is observed to perform the best for tempo and volume perturbation
(with accuracies of 87.44% and 86.45%, respectively), whereas for speed
perturbation, Morse wavelet-based features show the best performance
of 81.98% accuracy. A similar trend can be observed in Figure 7.3 (c),
which shows the results pertaining to the combined dataset.

It is worth noting that all the datasets, the performance of speed aug-
mentation is relatively lower than tempo and volume perturbation for
each of the Mel STFT and CQT-based features. However, the perfor-
mance degradation is negligible for the proposed Morse wavelet-based
scalogram feature set.

7.1.2 Uncertainty Feature Vector

The uncertainty feature vector is based on the Heisenberg’s uncertainty prin-
ciple, to capture the uncertainty in the cry signal in signal processing frame-
work, with details discussed in Chapter 4. The u-vector is constructed with
the help of two other feature vectors, namely, t-vector and ω-vector, which
are discussed in detail in Chapter 4. These vectors represent the variance in
time and frequency-domains, respectively. The infant cries contain music-
like harmonics, and in order to evaluate the domain (time or frequency) in
which the variability plays a more contributing role, the variance in time and
in frequency domain are measured, which leads to the formation of the un-
certainty vector. Further, the latency period analysis for u-vector, t-vector,
and ω-vector features is also shown in this work. The significance of this
study is further strengthened by information-theoretic measures, namely,
KLD and JSD (as discussed in subsection 4.2.5.11 of Chapter 4).

The proposed feature extraction for infant cry classification is based on the
fact that the spectral energy density patterns are different for healthy vs.
pathological cries. This is also shown by the spectrographic analysis in
Figure 7.4, which shows that pathological cries have high frequency of in-
halation, indicating problems while breathing. Hence, spectral smearing
is found in the entire frequency range. It can also be observed that there
is a sudden rise in the pitch (F0) source harmonics and smearing in some
regions. Therefore, the frequency variance helps to capture the regions of
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(a)

(b)

Figure 7.4: Spectrograms of (a) healthy vs. (b) pathological cries.

spectral smearing.

The feature extraction procedure in this work begins by passing the cry sig-
nal s(t) through a Gabor filterbank of 40 subband filters. This results in 40
subband signals si(t), where i ∈ [1,40]. Since the infant cry signal is multi-
component, the subband signals help in capturing frequency variances ef-
fectively [217]. Here, 40 linearly-spaced Gabor filterbank is used because of
its optimal time and frequency resolution [10, 84]. Each of the subband out-
put signals is frame-blocked with a window size of 30 ms and window shift
duration of 15 ms (which is experimentally optimized). For each of these
frames, both σ2

t and σ2
ω is computed and hence, three different vector rep-

resentation of the input speech signal are obtained as shown in Algorithm
15. Next, logarithmic operation is then performed on σ2

t and σ2
ω to extract

t-vector and ω -vector of the infant cry signal. Similarly, logarithm on the
product σ2

t σ2
ω gives the u-vector or the uncertainty vector of the cry signal,

as indicated by eq. (4.53) and eq. (4.54).
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Algorithm 15 TBP Computation for Infant cry.

1: procedure U-VECTOR(x) ▷ x is the speech signal
2: T← Gabor filterbank (x)
3: Window length = 30 ms, window overlap = 15 ms
4: for j=1:number of frames do
5: Vart ← variance(T(j, :), mean) ▷ t-vector
6: mean f ←mean(FFT(T(j, :)), f req)/(2 ∗ pi)
7: Var f ← variance(A, mean f , freq) ▷ ω-vector
8: tbpgen ← vart ∗ var f ▷ u-vector
9: end for

10: return tbpgen
11: end procedure

7.1.2.1 Experimental Setup

– Dataset Used: We use Baby Chillanto database, with the statistics as
shown in Table 7.1. Each recording was segmented to make infant cry
signals of 1 second duration each. Since the sampling rate of the cry
signals provided in the dataset is not uniform, we resampled all the
utterances at a sampling rate of 11.025 kHz.

– Classifier used: The experiments were performed using Gaussian Mix-
ture Model (GMM) classifier, which is commonly used for infant cry
classification [189,296]. In this study, 512 mixture components are used
to train the model.

– Baseline: We consider CQT feature as the baseline for this work [297],
where for low frequency regions, CQT gives better frequency resolu-
tion. For this baseline, we performed experiments with 96 number of
bins per octave, keeping fmin = 100 Hz.

7.1.2.2 Experimental Results

This work is performed using 10-fold cross-validation on Baby Chillanto
dataset. We performed the experiments by fine-tuning feature parameters,
such as window overlap and number of subband filters.

– Effect of window overlap: We varied the window overlap with values
as 15, and 20 ms. The umber of subband filters was kept constant. The
obtained experimental results are presented in Table 7.3, which shows
that the highest performance is achieved as 93.83% accuracy, obtained
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Table 7.3: % Accuracy for Non-Cepstral and Cepstral u-vector.

Window
Length

Window
Overlap # Filters % Accuracy

(non-cepstral)
% Accuracy

(cepstral)
30 15 40 93.83 93.04
30 15 60 93.08 93.48
30 15 80 87.71 87.00
30 20 40 93.35 92.42

when window length, window overlap, and number of subband filters
are of 30 ms, 15 ms, and 40, respectively.

– Effect of number of subband filters: Further, the next set of experi-
ments was performed by varying the number of subband filters and
keeping window overlap constant. These fine-tunings were performed
considering the two cases of non-cepstral, and cepstral u-vector. It
should be noted that the non-cepstral u-vector (with 93.83% accuracy)
performs better than its cepstral version (with 93.48% accuracy). It can
also be observed from Table 7.3 that as the number of subband filters
increases, the % classification accuracy decreases.

– Comparison of u-vector, t-vector, and ω-vector with the CQT: Table
7.4 shows the comparison of the performances of u-vector, t-vector, and
ω-vector with the CQT baseline. The comparison is done for both the
cases of cepstral and non-cepstral features. It can be observed that the

Table 7.4: % Classification Accuracy for Various Cepstral and Non-Cepstral Fea-
ture Set.

Non-Cepstral Features Cepstral Features
Feature Set % Accuracy Feature Set % Accuracy

u-vector 93.83 u-vector 93.48
t-vector 91.23 t-vector 89.38
ω-vector 98.50 ω-vector 96.74

CQT 97.00 CQT 98.55
Average 95.14 Average 94.53

non-cepstral ω-vector performs the best with % classification accuracy
of 98.5% with overall increase of about 1.5% than the baseline CQT fea-
ture. Hence, it can be observed that the frequency distribution patterns
of the different cry modes smeared over the entire frequency band, are
captured by the ω-vector as discussed in [283]. Further, it can be ob-
served that out of all the features shown in Table 7.4, the best perfor-
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mance is achieved by ω-vector in the non-cepstral case with an accu-
racy of 98.50%. Furthermore, it should also be noted that the average
overall accuracy of non-cepstral feature is higher than the cepstral fea-
tures. In particular, the non-cepstral features achieve average higher
accuracy (95.14%) as compared to the cepstral features. This indicates
that non-cepms after the burststral features are better suited for pathol-
ogy detection.

Given that ω-vector achieves the best performance in the non-cepstral
domain, we performed the next set of experiments to observe the effect
of number of subband filters in the ω-vector. Table 7.5 presents the

Table 7.5: % Classification Accuracy of ω-vector with Various Number of Subband
Filters.

Subband Filters 30 40 60 80 100
% Accuracy 92.03 98.50 91.37 92.20 96.78

corresponding results, and it can be observed that the best result 98.50%
is achieved with 40 number of subband filters. From Table 7.5, we can
say that when the entire frequency band is divided into 40 subbands,
the frequency variance captured in each subband is optimum for our
binary classification task.

– Model-level measure of discriminative ability: To estimate the model-
level measure of discriminative ability w.r.t. various feature sets, we
use KLD and JSD. Figure 7.5 shows KLD and JSD of non-cepstral and
cepstral features in Panel-I and Panel-II, respectively. It can be observed
that for the case of non-cepstral features as shown in Panel-I, ω-vector
outperforms all the remaining features sets in terms of KLD as well as
JSD. This shows that the better discriminative ability of our model is
achieved when ω-vector is used. This is also reflected in the % accu-
racy results achieved, shown in Table 7.4, where ω-vector outperforms
all the remaining features in the case of non-cepstral features. Further-
more, for the case of cepstral features as shown in Panel-II, it can be
observed that CQT shows better discriminative ability for the case of
KLD (healthy|| pathology), and JSD (healthy|| pathology). However, it
should be noted that ω-vector shows better performance for the case of
KLD (pathology || healthy).

– Analysis of Latency Period: We also investigate the latency period for
t-vector, ω-vector, and u-vector w.r.t the CQT feature set. The latency is
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Figure 7.5: KLD and JSD of the proposed feature sets. Panel-I and Panel-II denote
the cases of non-cepstral features and cepstral features, respectively. KLD (healthy
|| pathology) is shown in (a) and (d). KLD (pathology || healthy) is shown (b) and
(e). JSD (healthy || pathology) is presented in (c) and (f).

estimated by the performance evaluation in terms of % accuracy w.r.t.
varying durations of speech segment in an utterance. The duration of
the utterance ranges from 20 ms to 600 ms, with an interval of 150 ms.
We have estimated KLD and JSD on GMMs of 512 mixtures, for each of
the feature vectors. Figure 7.6 shows comparison between non-cepstral
features of CQT, u-vector, t-vector, and ω-vector. It can be observed that
the ω-vector outperforms u-vector and t-vector, and shows remarkable
latency as compared to the CQT. Moreover, it can be observed that all
three features, i.e., u-vector, t-vector, and ω-vector gave increased %
accuracy in a short duration of speech utterance of < 200 ms. On the
other hand, CQT showed no improvement in accuracy even for a long
duration of 600 ms of a speech utterance. Additionally, the feature per-
formance is better if for a low latency period the accuracy is high, which
indicates the faster classification by the model and thus, indicates suit-
ability for practical infant cry classification system deployment.

7.2 Dysarthric Severity-Level Classification

Proper coordination between the brain and speech-producing muscles is re-
quired for the production of speech sounds [298]. Lack of this coordina-
tion leads to speech disorders, such as apraxia, dysarthria, and stuttering.
These disorders affect a person’s ability to produce speech sounds. They are
further categorized as neurological or neurodegenerative diseases, such as
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Figure 7.6: Latency period vs. % accuracy between the various non-cepstral fea-
tures for CQT, u-vector, t-vector, and ω-vector.

cerebral palsy or Parkinson’s disease. The severity level of these diseases
might be mild or severe, depending upon the impact on the area of the
brain. In the case of mild severity, the patient may mispronounce a few
words, whereas, in high severity, the patient lacks the ability to produce in-
telligible speech. Among these speech disorders, dysarthria is a relatively
common speech disorder [299]. Dysarthria is a neuromotor speech disor-
der. The muscles that produce speech are weak in people with this disorder.
Dynamic movements of articulators, such as lips, tongue, throat, and upper
respiratory tract system are also affected due to brain damage. Apart from
brain damage, cerebral palsy, muscular dystrophy, and stroke are also some
of the other factors, which can cause dysarthria [300].

Severity-level of dysarthria depends on the impact and damage to the area
of neurological injury, which is diagnosed using a brain and nerve test. The
type, underlying cause, severity-level, and its symptoms, all influence the
manner in which it is treated [301]. Due to this uncertainty in treatment,
researchers are motivated to develop speech assistive tools for dysarthric
intelligibility categorization.

In the literature, dysarthria severity-level classification has been exploited
extensively using STFT [302], and various acoustical features [303]. Stan-
dard feature sets, such as MFCC were employed in [304] due to their ca-
pacity of capturing global spectral envelope properties. In addition to a
perceptually-motivated state-of-the-art feature set, glottal excitation source
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parameters derived from the quasi-periodic sampling of the vocal tract sys-
tem were implemented in [305]. In the signal processing framework, due
to the wide and dynamic range of multiple frequency components in short-
time spectra, speech signals are considered to be non-stationary signals. Due
to the dynamic movements of articulators, the frequency spectrum varies in-
stantaneously.

7.2.1 Morse wavelet-based features

In this work, we demonstrate the capability of CWT-based representation
(i.e., scalogram) for dysarthric severity-level classification. The key motiva-
tion of utilizing CWT for this study is the improved frequency resolution of
CWT-based scalograms at lower frequencies as compared to the STFT-based
and Mel spectrogram-based techniques. To the best of the author’s knowl-
edge and belief, the use of CWT has been explored to Model Articulation
Impairments in Patients with Parkinson’s Disease [306]. However, the use
of CWT to capture discriminative acoustic cues for dysarthric severity-level
classification is being proposed for the first time in this thesis work. Re-
sults are presented on standard Universal Access (UA)-Speech Corpus. In
this work, scalogram images were extracted using MATLAB with γ=3 and
β=20 (i.e., P2

β,γ=60) as the default parameter setting for Morse wavelet-based
scalogram for full frequency band up to 8 kHz (since sampling frequency,
Fs = 16 kHz). Each scalogram image extracted is of 512× 512× 3 dimension.
These scalogram-based features are then fed as input to the CNN classifier.
The experimental setup is explained in the following subsection.

Panel I of the Figure 7.7 shows the speech segment of vowel /e/. Panel
II, III, and IV show the spectrogram, Mel spectrogram, and scalogram, re-
spectively, for (a) normal, (b) very low, (c) low, (d) medium, and (e) high
dysarthric severity-level for the same speech segment. It can be observed
from Figure 7.7 that the scalogram-based features can capture energy-based
discriminative acoustic cues for dysarthric severity-levels more accurately
than the STFT and Mel spectrogram-based features. Furthermore, from scalo-
gram, it can be observed that as the dysarthtic severity-level increases, pa-
tients struggle to speak the prolonged vowel, /e/. This may be due to the
lack of coordination between articulators and the brain. Due to this, the
energy spread is seen over the entire time-axis. However, the utterance of
vowel /e/ is of short duration for medium and high dysarthtic severity-
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Figure 7.7: Dysarthic speech utterance (for vowel /e/) for male speaker with
various dysarthic severity-level (Panel I), corresponding STFT (Panel II), corre-
sponding Mel spectrogram (Panel III), and corresponding Morse wavelet scalo-
gram (Panel IV) for (a) normal, dysarthic speech with severity-level as (b) very
low, (c) low, (d) medium, and (e) high. Best viewed in color.

levels.

7.2.1.1 Experimental Setup

– Dataset Used: The Universal Access dysarthric Speech (UA-Speech)
corpus [307] is used to evaluate the proposed CWT-based approach. In
this study, a dataset configuration identical to that described in [302]
is used. It has 8 speakers, out of which 4 are male and 4 are female
speakers. Furthermore, 90% of the dataset is dedicated to training set
and the remaining 10% is dedicated to the testing partition.

– Classifier Used: Based on the experiments presented in [304], the Con-
volutional Neural Network (CNN) is used as a classifier in this study.
According to a study reported in [304], CNN gives comparable results
with the other deep neural network (DNN)-based classifiers for the
UA-Speech corpus. For this study, the CNN model was trained em-
ploying the Adam optimizer algorithm, four convolutional layers with
kernel size of 5 × 5, and one Fully-Connected (FC) layer [156]. Mel
spectrograms and scalograms, both of size 512 × 512, were used in
these investigations. A max-pool layer and Rectified Linear Activation
(ReLU) are utilised. For loss estimation, a learning rate of 0.001 and
cross-entropy loss are chosen.
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7.2.1.2 Experimental Results

The performance evaluation for various feature sets is done via % classifi-
cation accuracy (as shown in Table 7.6). On CNN, the scalogram performs
relatively better with a classification accuracy of 95.17% than the baseline
STFT, and Mel spectrogram. Furthermore, Table 7.7 shows the confusion

Table 7.6: Results in (% Classification Accuracy) for CNN Classifier.

Feature Set CNN
STFT 91.76

Mel-Spectrogram 92.65
Scalogram 95.17

matrix of the STFT, Mel spectrogram, and Morse wavelet-based scalogram
for CNN model. It can be observed that the scalogram reduces the false pre-
diction error, which indicates the better performance of the scalogram w.r.t
the baseline STFT, and Mel spectrogram.

Table 7.7: Confusion Matrix Obtained for STFT, Mel-Spectrogram, and Scalogram.

Feature Set Severity High Medium Low Very Low
High 63 6 3 3

Medium 10 79 3 1
Low 3 4 79 7STFT

Very Low 1 2 1 89

High 69 1 3 2
Medium 5 81 4 3

Low 4 1 91 0
Mel-

Spectrogram
Very Low 4 0 2 89

High 69 5 1 0
Medium 3 89 1 0

Low 1 1 90 1Scalogram (Morse Wavelet)

Very Low 3 0 1 89

The capabilities of scalogram for the classification of the dysarthic severity-
level is also validated by LDA scatter plots due to its higher image resolution
and better projection of the given higher-dimensional feature space to lower-
dimensional space than the scatter plots obtained using t-SNE plots [308].
Here, the LDA plot of STFT, Mel spectrogram, and scalogram are projected
onto 2-D feature space, and represented using the scatter plot shown in Fig-
ure 7.8 (a), Figure 7.8 (b), and Figure 7.8 (c), respectively. From Figure 7.8,
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it can be observed that wavelet-based scalogram has low intra-class vari-
ance and high inter-class variance, which increases the distance between the
clusters w.r.t baseline STFT, and Mel spectrogram, thereby better classifica-
tion performance by the proposed Morse wavelet-based approach.

Figure 7.8: Scatter plot obtained using LDA for (a) STFT, (b) Mel spectrogram, and
(c) Scalogram. Best viewed in color. After [18].

7.3 Chapter Summary

This Chapter explored additional applications of two of the proposed fea-
tures sets, namely, Morse wavelet-based feature set, and the u-vector. To
that effect, both these feature sets were explored for the problem of infant
cry classification. For the case of Morse wavelet-based features, the perfor-
mance was evaluated on three datasets, namely, Baby Chillanto, DA-IICT,
and combined dataset. Additionally, the effect of three data augmentation
techniques (tempo, volume, and speed perturbation) was also discussed.
For the case of u-vector, it was observed that non-cepstral features are bet-
ter suited for detection of pathological cries. Given the early detection of
pathology in infants is also associated with faster detection, the latency pe-
riod performance of the proposed features was also analyzed. Furthermore,
another application of dysarthric severity-level classification was explored
w.r.t. Morse wavelet-based scalogram features. It was observed that the
energy spread corresponding to the dysarthric severity in low-frequency re-
gion is better visualized in the scalogram. Hence, the low-frequency dis-
criminative cues are better classified using a scalogram. In the next chapter,
the summary of thesis is discussed in brief, along with the limitations and
future scope, and open research problems derived from this thesis work.
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CHAPTER 8

Summary and Conclusions

This chapter summarises the work presented in this thesis and discusses its
limitations, prospective future study areas, and a few unresolved (or open)
research problems.

8.1 Summary of the Thesis

This thesis began with an introduction to ASV systems and the need to de-
sign CM solutions to counteract potential spoofing attacks on ASV systems
in Chapter 1. Next, Chapter 2 presented the literature survey on replay
spoof detection, VLD, and the attacker’s perspective. Furthermore, Chapter
3 presented the experimental setup used for various experiments that are re-
ported in this thesis. The setup includes the details of the various datasets,
classifiers, and performance metrics used. Chapters 4, 5, and 6 include the
major contributions of this thesis towards defense against spoofing attacks.
Following these, Chapter 7 showed two additional applications of the pro-
posed features on infant cry classification, and dysarthric severity-level clas-
sification.

Chapter 4 discussed the proposed handcrafted features for the replay SSD
task. To that effect, the CFCCIF-QESA feature set was predominantly dis-
cussed in this chapter, followed by two additional features, namely, opti-
mized LFRCC and u-vector. The CFCCIF-QESA feature set is an improve-
ment to the recently proposed the CFCCIF-ESA feature set, which addi-
tionally incorporates the quadrature-phase component. The incorporation
of the quadrature phase enables capturing additional information in the
signal, which further improves the performance of the SSD system. The
CFCCIF-ESA feature set utilizes only the amplitude information of the three
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consecutive speech samples. Moreover, due to the absence of the Hilbert
transform, it does not utilize the quadrature-phase component of the signal
for analytic signal generation. Therefore, in order to incorporate both the
advantages, CFCCIF-QESA was developed in this thesis. The quadrature-
phase component is included by proposing QESA, which uses the existing
ESA with an extended definition of TEO for complex signals. So far, TEO
for real-valued signals has been used extensively in the literature for replay
SSD task. This thesis proposes the use of the extended definition of TEO
for complex-valued signals for the replay SSD task. Furthermore, a com-
prehensive study of the various methods used to estimate IF is followed
by a discussion of the significance and justification of the selection of the
quadrature-phase component as well as the in-phase component by MI-
based analysis, which provides the justification of incorporating the quadrature-
phase component for the design of the CFCCIF-QESA feature set. Addition-
ally, the proposed QESA method is used to offer a thorough discussion on
the IF difficulties w.r.t. to the elimination of a few of the difficulties.

The discussion on CFCCIF-QESA is followed by a discussion and results
on the optimized LFRCC feature set. The LP residual is known to capture
discriminating information for the replay SSD task. Hence, the effect of LP
order on the residual is analyzed. Notably, the information carried by the
LP residual also depends on the LP order, p. A relatively large value of the
order will lead to good prediction of speech signal and hence, lower error
(i.e., LP residual), and vice-versa. However, for SSD task, our aim is not
to have a good prediction of speech, rather to exploit the residual at an or-
der optimally suited for the SSD task. Therefore, LP order for the replay
SSD task has been found experimentally as 8 using the ASVSpoof 2019 PA
dataset. In particular, lower LP order means poor prediction of speech and
thus, LP residual will sound more intelligible, indicating the characteristics
of genuine speech, and thus, it will help to discriminate more vividly the
characteristics of spoofed speech. This means that for LP order 18, we have
relatively the best possible prediction of speech, and thus, its spectrum (in
particular, formant peaks), more clearly, because the roots of LP predictor
are used for speaker anonymization. Therefore, LP order used for the design
of voice privacy system in Chapter 6 was taken to be 18 for speech utterances
with f s = 16 kHz. Another feature vector, namely, u-vector has been pro-
posed for replay SSD. It is based on capturing the area of the Heisenberg’s
box, which is known to capture the richness of information in a signal. The
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u-vector comprises two other feature sets, which are also evaluated for the
replay SSD task, namely, t-vector and ω-vector. The time variance (σ2

t ) and
frequency variance (σ2

ω) of the signal are used for the extraction of t-vector
and ω-vector, respectively.

The reliability of the existing SSD systems on a specific attack type prevents
them from being designed as a generalized SSD system when taking into
account the real-world scenario, where an attacker is an external entity free
to choose any technique of generating the spoofed signal. This is majorly
due to the fact that the existing SSD systems rely on the characteristics of the
spoofed signal to detect whether a speech utterance is genuine or spoofed.
Therefore, VLD systems are a step towards alleviating this issue, by using
the characteristics of live speech instead of spoofed speech. To that effect,
current VLD systems exploit pop noise as a discriminative acoustic cue to
detect whether the speech is live or not. The VLD task is based on pop
noise detection, which is an acoustic cue produced by the sudden burst of
air on the microphone caused by the proximity of the speaker’s mouth and
the microphone, and is present in very low-frequency regions. To that ef-
fect, the high-frequency resolution of the CWT in the lower-frequency re-
gions enables us to capture the pop noise cues effectively. In this context,
Chapter 5 presented three analytic wavelets-based features for the VLD task,
namely, Bump wavelet-based, Morlet wavelet-based, and GMW-based fea-
ture sets. The experimental results were presented in the Chapter along with
distance-based analyses. In particular, GMWs are shown to be a superfam-
ily of analytic wavelets, and hence, much detailed experiments and analysis
are shown w.r.t. Morse wavelet-based features for the VLD task. In par-
ticular, while the experiments on bump and Morlet wavelet-based features
focused only on the performance of the VLD system w.r.t. the existing STFT-
based approach, the experiments on Morse wavelet-based features addition-
ally include detailed experiments, such as the effect of wavelet parameters,
attacker-speaker distance, and speaker-microphone distance.

Chapter 6 discusses some of the attacker’s perspectives w.r.t. voice pri-
vacy. Given a speech signal carries paralinguistic information, such as gen-
der, age, health, and emotional status, ethnicity of a speaker, the speaker’s
identity can be under threat. To that effect, voice privacy aims at hiding a
speaker’s identity while keeping linguistic content and naturalness of the
speech intact. To that effect, a modification to the baseline-2 of the Voice Pri-
vacy Challenge 2020 is presented in Chapter 6, which uses LP analysis to
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hide speaker’s identity. Furthermore, attacker’s perspective w.r.t. choosing
the most vulnerable speaker using the approach of target selection is pre-
sented. To that effect, target selection on twins is performed to find out the
most vulnerable twin-pair, i.e., the twin-pair which has the highest chances
of succeeding in a twins attack. The relevance of VP system in protecting a
speech corpus from target selection is also discussed.

8.2 Limitations of This Work

Limitations of this thesis work are as follows:

– One of the limitations of the proposed IF estimation in CFCCIF-QESA is
that it does not alleviate all the difficulties associated with IF definition
and estimation and hence, this remains an open research question.

– The parameters in CFCCIF-QESA feature set are optimized on ASVSpoof
2017 V2.0 dataset and used on the other two datasets (namely, ASVSpoof
2019 PA, and VSDC) and not vice-versa.

– If there is low frequency environmental noise present, the performance
of the VLD system is expected to degrade.

– For the VLD task, we have assumed the distance of the speaker from the
7th microphone to be fixed as 5 cm, thereby we have not considered the
distance variability caused due to the head movement of the speaker.

– Till now, VLD is analyzed predominantly w.r.t. replay attacks, and
therefore, the scope of VLD in other spoofing techniques, such as VC
and SS, remains to be explored.

8.3 Future Research Directions

– The parameters of the proposed feature sets vary w.r.t. every dataset.
Thus, there is a need to come up with an approach that gives optimized
parameters across all the datasets used in this study.

– Apart from cochlear filter-based features, additional auditory features
such as Gammatone Frequency Cepstral Coefficients (GFCC) [309] can
be explored for replay SSD.
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– The proposition of u-vector is based on second-order moments of speech
signal. To that effect, a study on the higher-order moments of speech
signal could be performed in future to detect spoofed speech.

– For the VLD task, the distance variability caused due to the movement
of the speaker’s head can be considered by using source localization
techniques.

– The effect of gender on target selection on the basis of the vulnerability
of speakers can be studied.

– Medical data is sensitive and difficult to collect. Therefore, the prob-
lems of infant cry classification and dysarthric severity-level classifica-
tion suffer from limited data collected in restrained recording condi-
tions and environments. To that effect, data augmentation techniques
can be explored, apart from tempo, volume, and speed perturbation.

8.4 Open Research Problems

– It can be observed that even though the formal research in the anti-
spoofing field started nearly a decade ago, however, still today there is
no known statistically meaningful corpora for identical twins or pro-
fessional impersonation; indicating the significant challenge associated
with development of speech corpora for these two kinds of spoofs.
Hence, the risk associated w.r.t. these two spoofing attacks for ASV
system is unknown and hence, it continues to be a serious limitation in
the anti-spoofing research field.

– In the context of CFCCIF-QESA feature set, the development of IF esti-
mation algorithm that alleviates all the difficulties associated with the
definition of IF remains an open research problem.

– In order to fool a VLD system, any low frequency noise can be artifi-
cially induced in the spoof speech utterance, so that it gets detected as
pop noise. Thus, the current VLD system is not a sufficient and stan-
dalone system to detect live speech in realistic scenarios.

– Regarding anti-spoofing research, a number of corpora are publicly
available in the literature, including the ASVSpoof 2015, 2017, 2019, and
2021 datasets. These common datasets, however, are only available in
a predetermined set of configurations for data collection. Furthermore,
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some presumptions are used in the preparation of datasets. Such pre-
sumptions prevent us from creating generalized anti-spoofing systems
that are practical for use in the actual world.

– There is no dataset that intends to build CMs for multiple spoofing at-
tacks, or even all of them. Therefore, there is still a long way to go until
generalised CMs that are appropriate for SSD deployment in the real
world are developed.

– The attacking approaches discussed in Chapter 6, are few of the many
possibilities of attacks and are yet to be supported with experimental
analysis.
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Appendix A. Analytic Signal

The Hilbert transform of a real-valued signal xR(t) is defined as

x̂R(t) =
1
π

p.v.
∫ +∞

−∞

xR(τ)

t− τ
dτ (A.1)

provided this integral exists as a principal value (p.v.). Furthermore, in the
frequency domain, the Hilbert transformer has the frequency response of
−j · sgn(ω), where sgn(ω) is the signum function in the frequency domain.
An analytic signal is computed using the Hilbert transform as

xa(t) = xR(t) + jx̂R(t), (A.2)

where x̂R(t) denotes the Hilbert transform of xR(t). On solving the eq. (A.2)
in the frequency domain, we get,

Xa(ω) = X(ω) + jF{x̂R(t)}
= X(ω) + j(−jX(ω)), ω ≥ 0

= X(ω) + j(jX(ω)), ω < 0

(A.3)

On further solving, eq. (A.3) becomes

Xa(ω) =

2X(ω) if ω ≥ 0

0 if ω < 0
(A.4)

Therefore, it can be said that an analytic signal is causal in the frequency
domain.
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Appendix B. Teager Energy Operator (TEO)

Let us consider a discrete-time signal x(n) = A cos (ωn + θ), which repre-
sents the simple harmonic motion corresponding to x(t) = A cos (Ωt + ϕ)

created by the mass-spring system as shown in Figure B.1. Furthermore,

Figure B.1: A mass-spring system.

the immediate past samples of the signal can be expressed as x(n − 1) =

A cos (ω(n− 1) + θ), and the immediate future samples can be expressed
as x(n + 1) = A cos (ω(n + 1) + θ). Solving x(n − 1)x(n + 1), using the
trigonometric identity

cos (c + d) cos (c− d) =
1
2
[cos (2c) + cos (2d)] , (B.1)

we get,

x(n + 1)x(n− 1) =
A2

2
[cos (2ωn + 2θ) + cos (2ω)] . (B.2)

On further solving using cos (2c) = 2 cos2 (c)− 1 = 1− 2 sin2 (c), we get,

x(n + 1)x(n− 1) = A2 cos2 (ωn + θ)− A2 sin2 (ω) = x2(n)− A2 sin2 (ω).
(B.3)

Hence,

A2 sin2 (ω) = x2(n)− x(n− 1) · x(n + 1) = ψR{x(n)}, (B.4)

where ψR{x(n)} is the Teager Energy Operator (TEO) on x(n). For ω < π/2,
sin (ω) ≈ ω, and hence, we can say x2(n) − x(n − 1) · x(n + 1), which is
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analogous to the energy given (in the physical sense) by

E =
1
2

mA2Ω2. (B.5)
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Appendix C. Modelling Speech as an AM-FM Sig-

nal

Consider the discrete-time Frequency Modulated (FM) signal

f (n) = cos (ϕ(n)) = cos
[
ωcn + β sin (ω f n) + θ

]
, (C.1)

where β = ωm/ω f , and the IF of the signal f (n) is ωi(n) = dϕ(n)/dn =

ωc + ωm cos (ω f n). In eq. (C.1), let ωcn + β sin (ω f n) = C, and let ωc +

β sin (ω f ) cos (ω f n), then f (n + 1) f (n − 1) = (cos (2C) + cos (2D))/2 =

cos2 (C) − sin2 (D). If ω f is sufficiently small such that cos (ω f ) ≈ 1 and
sin (ω f ) ≈ ω f , then cos (C) ≈ x(n), D ≈ ωi(n), and the applying TEO on
f (n), we get [172],

ψ[cos (ϕ(n))] ≈ sin2 [ωc + ωm cos (ω f n)]. (C.2)

Given that steady-state vowels in a speech signal have time-varying for-
mants and amplitudes, a single speech resonance can be modelled by a
damped AM-FM model as:

x(n) = Arn cos (ωan) cos [ωcn + β sin (ω f n) + θ], (C.3)

where ωc is the center frequency of the formant, and the IF ωi(n) = ωc +

ωm cos (ω f n) models the time-varying formant, and the amount of FM is
controlled by ωm = βω f . The amplitude variations are tracked by the AM
envelope | cos (ωan)|, and the rate of energy dissipation is denoted by r.
Using eq. (C.1) and eq. (C.2), we get,√

ψ[x(n)] ≈ |Arn cos (ωan) sin (ωc + ωm cos (ω f n))|. (C.4)

This approximation is based on the assumption that ω f is small, and ωa <<

ωc [172]. Thus,
√

ψ[x(n)] is a product of the envelope and the (sine of the) IF
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of the resonance. Therefore, this class of signals, i.e., AM-FM signals serve
as a model of energy pulses observed in actual speech signals [172].
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Appendix D. IF Estimation using ESA

In [167], three DESA algorithms are mentioned, namely, DESA-1a, DESA-1,
and DESA-2. In DESA-1a, ‘1’ implies the derivative approximation in TEO
with single sample difference, and a implies the asymmetric difference. In
DESA-1, the derivative operation is supposed to be symmetrized by aver-
aging the two opposite asymmetric derivatives, namely, forward and back-
ward differences. However, DESA-2 utilizes the symmetric 2-point sam-
ple difference to approximate the derivative operation. In this thesis work,
DESA-1a is utilized for energy separation [167, 173].

Let us consider a discrete-time AM-FM signal y(n) = a(n)cos(ϕ(n)), whose
instantaneous frequency (IF) ωi(n) is a finite sum of cosines. Its backward
difference is given as:

s(n) = y(n)− y(n− 1),

= a(n)c(n) + [a(n)− a(n− 1)]cos(ϕ(n− 1)),

= D(n) + E(n)

(D.1)

where

D(n) = a(n)c(n), (D.2)

E(n) = a(n)c(n) + [a(n)− a(n− 1)]cos(ϕ(n− 1)). (D.3)

Furthermore,

c(n) = cos(ϕ(n))− cos(ϕ(n− 1)),

= 2sin(
ϕ(n) + ϕ(n− 1)

2
)sin(

ϕ(n− 1)− ϕ(n)
2

).
(D.4)
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Using general approximations results for ϕ(n):

ϕ(k) + ϕ(m) ≈ 2ϕ(
k + m

2
) if ω f |k−m| << 2, (D.5)

ϕ(k)− ϕ(m) ≈ (k−m)ωi
k + m

2
if ω f |k−m| << 2. (D.6)

If ω f << 1, we obtain from eq. (D.4):

c(n) ≈ −2sin(ωi(n− 0.5)/2)sin(ϕ(n− 0.5)). (D.7)

Furthermore, according to Lemma 2 in [167], the order of magnitude of E
and D in eq. (D.1) are:

Dmax ≈ 2sin(ωi/2)maxamax,

Emax ≈ 2sin(ωa/2)amax.
(D.8)

If a(n) is band-limited, then the order of magnitude of D is much larger than
that of E. Thus, ignoring E, we get,

y(n) ≈ −2a(n)sin(ωi(n− 0.5)/2)sin(ϕ(n− 0.5)). (D.9)

Considering the first-order approximation for standard series expansions
for sin(·) and cos(·) on band-limited signal:

ψ{s(n)} ≈ 4a2(n)sin2(ωi(n− 0.5)/2)sin2(ωi(n− 0.5)). (D.10)

Ignoring the half-sample shift and applying concept of TEO to discrete-time
signal, i.e., ψ(y(n)) ≈ a2(n)ω2

i (n), we obtain:

|a(n)| ≈

√√√√ 2ψ{y(n)}
1− (1− ψ{y(n)−y(n−1)}

2·ψ{y(n)} )
, (D.11)

ωi f (n) = arccos
[

1− ψ{y(n)− y(n− 1)}
2ψ{y(n)}

]
. (D.12)
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Appendix E. Heisenberg’s Uncertainty Principle in

Signal Processing Framework

Heisenberg’s Uncertainty Principle in Signal Processing Framework
The variance in time-domain (denoted by σ2

t ), and the frequency-domain
(denoted by σ2

ω) of a window x(t) ∈ L2(R) are related by the following
inequality:

σ2
t · σ2

ω ≥
1
4

. (E.1)

The inequality in eq. (E.1) becomes an equality if and only if x(t) is a Gaus-
sian, or more generally any Gabor atom.
Proof: This proof assumes fast decay of the window function x(t) ∈ L2(R),
however, this theorem is valid for any x(t) ∈ L2(R) [6]. Let us consider the
integral I as,

I =
∫

t∈R
(t · x(t))(x′(t))dt = ⟨tx(t), x′(t)⟩. (E.2)

Using Cauchy-Schwartz inequality, we have

∣∣∣ ∫
t∈R

tx(t)x′(t)dt
∣∣∣ ≤ [ ∫ +∞

−∞
|tx(t)|2dt

] 1
2 ×

[ ∫ +∞

−∞
|x′(t)|2dt

] 1
2
. (E.3)

Since the window x(t) has unit norm, i.e., || f (t)|| = 1, we have,

∫ +∞

−∞
t2|x(t)|2dt = σ2

t . (E.4)

Furthermore, using the Plancherel’s theorem, we get,

∫ +∞

−∞
|x′(t)|2dt =

1
2π

∫ +∞

−∞
|F (x′(t))|2dω =

1
2π

∫ +∞

−∞
ω2|X(ω)|2dω. (E.5)
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Using integration by parts in eq. (E.2), we get,

I =
[(

t
2

) ∫ d
dt

x2(t)dt
]+∞

−∞
−
∫ +∞

−∞

(
d
dt

(
t
2

)
·
∫ d

dt
x2(t)dt

)
dt} = −1

2
.

(E.6)

|I|2 = 1/4 ⇒ σ2
t · σ2

ω ≥
1
4

. (E.7)

Cauchy-Schwartz’s inequality becomes equality for collinear vectors, i.e.,
b = −ka, for k > 0.

∴ x′(t) = −ktx(t), (E.8)

where k is scalar. Solving the differential equation, we get,

∫ dx(t)
dt

=
∫
−ktdt, (E.9)

logex(t) = −kt2, (E.10)

∴ x(t) = e−kt2
. (E.11)

It can be observed that eq. (E.11) represents a Gaussian window. Thus,
this result proves that the lower bound on the area of Heisenberg’s box (i.e.,
σ2

t · σ2
ω) is achieved for a Gaussian window function, or more generally, any

Gabor atom.
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Appendix F. Energy Conservation of Time-Frequency

Transforms

Energy Conservation in STFT
If a signal x(t) ∈ L2(R), the energy conservation in STFT is given by [6]:

∫ +∞

−∞
|x(t)|2dt =

1
2π

∫ +∞

−∞

∫ +∞

−∞
|Sx(u, ζ)|2dζdu, (F.1)

where Sx(u, ζ) is the STFT computed at the time-frequency indices u and ζ,
which vary across R, covering the entire time-frequency plane. The signal
reconstruction is given by [6]:

x(t) =
1

2π

∫ +∞

−∞

∫ +∞

−∞
Sx(u, ζ)g(t− u)eiζtdζdu. (F.2)

Applying Parseval’s formula to eq. (F.2) w.r.t. to the integration in u, we get,

Sx(u, ζ) = e−iuζ x ∗ gζ(u), (F.3)

where gζ(t) = g(t)eiζt and ∗ indicates the convolution operator. Therefore,
the Fourier transform of Sx(u, ζ) is X(ωζ)G(ω) Applying Plancherel’s for-
mula to eq. (F.1) gives

1
2π

∫ +∞

−∞

∫ +∞

−∞
|Sx(u, ζ)|2dudζ =

1
2π

∫ +∞

−∞

1
2π

∫ +∞

−∞
|X(ω + ζ)G(ω)|2dωdζ.

(F.4)
Lastly, the Fubini theorem and the Plancheral formula lead to 1

2π

∫ +∞
−∞ |X(ω+

ζ)|2dζ = ||x||2, which proves the energy conservation of STFT as shown in
eq. (F.1), which justifies that the time-frequency sum of STFT is equal to the
overall energy of the signal. Thus, this energy conservation gives a guaran-
tee of the existence of a time-frequency to detect the presence of pop noise.

Energy Conservation in AWT
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The inverse wavelet formula reconstructs the analytic part of a signal x as:

xa(t) =
1

Cψ

∫ ∞

0

∫ ∞

−∞
Wxa(u, s)ψs(t− u)

ds
s2 du, (F.5)

where

Cψ =
∫ ∞

0

|Ψ(ω)|2
ω

dω < ∞⇒
∫ ∞

−∞
ψ(t)dt = 0. (F.6)

Applying the Plancherel formula for energy conservation for the analytic
part of xa given by [6]:

∫ +∞

−∞
|xa(t)|2dt =

1
Cψ

∫ +∞

0

∫ +∞

−∞
|Wax(u, s)|2du

ds
s2 . (F.7)

Since Wxa(u, s) is 2Wx(u, s), and ||xa||2 is 2||x||2, the variable change of ζ to
1
s is done in energy conservation expression [6], which leads to

||x||2 =
2

Cψ

∫ ∞

0

∫ ∞

−∞
Pwx(u, ζ)dudζ. (F.8)

It again reinforces the notion that a scalogram represents time-frequency
energy density.
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