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Abstract

In this work we consider methods for computing Nash equilibria of finite normal

form games that emphasize use of polynomial algebra. Nash equilibria of a game

can be characterized as solutions to a system of polynomial equations that we

call the game system (GS). We adopt this characterization of Nash equilibria and

apply polynomial algebra as a computational framework. Our work is concerned

with finding all Nash equilibria given a single equilibrium (a sample equilibrium),

without repeating the solution procedure for the sample equilibrium.

In the present work we consider two subclasses of finite normal form games. The

class of rational payoff irrational equilibria(RPIE) games consists of the games

where all the game payoff values are rational numbers while all equilibria are irra-

tional number tuples. The class of integer payoff irrational equilibria(IPIE) games

is defined similarly. The main emphasis in our work is algorithmic. We develop in

detail two major algorithms required for each of the classes under consideration:

a membership algorithm and an equilibria computation algorithm. We develop

in detail the underlying computational techniques from polynomial algebra, and

present proofs of their correctness. We compare these techniques with other al-

gorithms and discuss their computational complexity. We also discuss approaches

for constructing examples of these classes of games.

Our overall philosophy is to exploit the following: Galois groups of univariate poly-

nomials in the ideal I of GS and a single sample solution of the GS. We use group

action by Galois groups on a sample solution to extend our knowledge about the

remaining solutions of the GS, which include all the Nash equilibria. The primary

setting of our work remains Galois theory over the field of rational numbers. As

vii



we progress to IPIE games, we use the more generalized Galois theory over com-

mutative rings. Accordingly, several subsidiary results of an essentially algebraic

nature are derived in the course of our development. We also briefly consider the

possibility of games over finite fields.

For the problem of computing all the Nash equilibria of the classes of games,

we present two separate but similar algorithms for RPIE and IPIE games. The

algorithms work in two phases: computation of a sample solution of the GS, fol-

lowed by computation of Nash equilibria using the Galois group action. For RPIE

games, in the first phase, computation of a sample solution is carried out by iden-

tifying a Gröbner basis for the ideal I of the GS, while the same computation for

another algorithm for IPIE games is performed with multivariate Newton Raph-

son method(MVNRM). The next phase – that of computing all other solutions

– involves application of the Galois group over a sample solution. However, not

all of these solutions correspond to Nash equilibria. Hence we resort to the Nash

equilibrium verification algorithm to reject superfluous solutions and retain only

the solutions corresponding to Nash equilibria.

We derive an important condition on the polynomial ideal I of GS to reduce

repeated factorizations and substitutions, further reducing computational com-

plexity of the presented algorithms. Further a condition is derived for computing

equilibria of subclasses of games in closed form.

We present algorithms that use knowledge of a sample solution to compute other

equilibria of the games. The presented methods do not require repeated factoriza-

tions and provide exact solutions. The work enables us to use algebraic properties

and structure available in the GS of a game. It highlights some important inter-

relations of the equilibria of a game. The research reported in this work opens

up interesting connections between algebraic geometry and game theory, thereby

expanding the horizon of the problem of computing equilibria in game theory.
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Output: a Gröbner basis GB = {g1, . . . , gm} for ideal I = 〈f1, . . . , fk〉. 91

xiii



A.3.1Computing Minimal Polynomial of an Algebraic Number.

Input: A complex number α with real and imaginary parts, bounded

above by degree d and height H of algebraic number α that is ap-

proximated by α.

Output: Minimal polynomial of α. . . . . . . . . . . . . . . . . . . 93

A.4.1Multivariate Newton Raphson Method.

Input: System of polynomial equations f1, f2, . . . , fn, initial guess

of solution (a∗1, a
∗
2, . . . , a

∗
n) and threshold τ .

Output: Approximate solution (a0
1, a

0
2, . . . , a

0
n). . . . . . . . . . . . . 95

xiv



Chapter 1

Introduction

1.1 Rational Interactions and Decision Making

The study of rational competitive decision making in markets started concurrently

with the formalization and study of material goods.1 Game theory treats com-

petitive rational decision makers as players in a game. John von Neumann and

Morgenstern in their seminal work [66] introduced the game theoretic study in

mathematical domain. They further defined and classified various games and an-

alyzed different solution concepts for the games in specific classes.

An important assumption in game theory is that of perfect rationality: all the

players are rational and act to maximize their respective payoffs. Though un-

realistic, the assumption of is useful because it does approximate, in long term,

behaviour of an individual. The assumption is also important as it provides sepa-

ration between the game(system) and its players(operators) – providing a better

handle to study them.

Starting off as a study of rational decision making in economics, game theory has

become pervasive in other areas also. In the contemporary scenario, it is widely

used for characterizing interactions between selfish agents participating in dis-

tributed systems such as the internet. Other application areas include studies of

1The historical account and origins of the study is noted in Myerson [67].
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1.1. Rational Interactions and Decision Making

interactions of species in a biological system, networks, military and government

policy and decision making, security and auctions. We discuss some applications

here. See [71] for other applications.

Consider a peer-to-peer network, governed by multiple and distributed admin-

istrators, which lacks a central governing entity. For routing data through this

network, cooperation among all the participating administrators is required [1]. A

related issue is that of pricing in mobile ad-hoc networks. In the study of cooper-

ation for forwarding data in these networks, a framework that uses game theoretic

reputation or reward based payments to the participating agents is presented in

[43].

Next consider the problem of replicating data of internet servers. Each server can

be considered as a player which tries to minimize the web access delay and amount

of data replication. The problem is modeled as a non-cooperative game in [46].

Game theory finds its applications in the military and governmental decision mak-

ing. A famous example is that of the mutually agreeable destruction(MAD) strat-

egy that increased deployment of arms during the cold war.2 Radio network

bandwidth allocation using auction [86] is another application of game theory in

other domains. For details of the application of game theory in facility location,

cryptography and evolutionary game theory, see [71].

In this work we consider generic finite normal form games.3 It is important to

note that any finite extensive form game can be converted to an equivalent finite

normal form game. This means that the following discussion and the results in

this work can be extended to the subclass of extensive form games with suitable

modifications.

2Fore further details see The Trap, BBC Documentary Series by Adam Curtis.
3cf. Section 2.1.
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1.1. Rational Interactions and Decision Making

1.1.1 Solution Concepts

From games next we move on to their solutions. In a general sense, a solution is a

situation in a game in which players are satisfied with their outcomes. There are

several types of solution concepts: dynamic equilibrium, competitive equilibrium,

correlated equilibrium, market equilibrium and Nash equilibrium. In this work we

focus on the Nash equilibrium. A Nash equilibrium is a strategy tuple in which no

player has a unilateral incentive to change to any other strategy. Logically intu-

itive, the Nash equilibrium has become a standard solution concept for analyzing

non-cooperative games. Most importantly, the existence of a Nash equilibrium is

guaranteed for every finite game [68]. However, this is a pure existence result,

and the proof does not indicate a method for constructing a Nash Equilibrium.

Consequently, computation of Nash equilibria of finite normal form games is a

natural algorithmic question.

The problem of computing Nash equilibria has gained importance in recent times.

Assuming a background of the basics of game theory, we present a brief survey of

various methods and computational complexity of the problem of computing Nash

equilibria. Formal definitions and statements of assumed results are postponed to

the next chapter.

For two player games, finding a Nash equilibrium is shown to be exponential in

the number of strategies [57, 48, 60]. Gilboa and Zemel [33] present algorithmic

results related to the problem of computing Nash equilibria and correlated equilib-

ria.4 They consider the problem of finding uniqueness of Nash equilibria and the

problem of computing Nash equilibria that maximize payoff in finite normal form

games and show that the problems are NP-hard. They further consider two player

games and show that the same problems are NP-complete and CoNP-complete re-

spectively.

Kaplan and Dickhaut [22] present a program for computing Nash equilibria. Fo-

4A correlated equilibrium is an intersection point of the payoff hyper-planes. It is a solution
concept more general then the Nash equilibrium. The concept of correlated equilibrium was
introduced by Robert Aumann in 1974.
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1.1. Rational Interactions and Decision Making

takis et al.[28] consider the problem of computing best and worst pure strategy

Nash equilibria support and show that the problem is NP-hard. Gairing et al.[29]

consider the combinatorial structure of Nash equilibria that minimize or maximize

payoff values and show that it is NP-hard to decided whether there is a payoff allo-

cation that can be transformed to a pure Nash equilibria. Conitzer and Sandholm

[13] show that it is NP-hard to determine whether Nash equilibria with certain

natural properties exist in a stochastic game. They further consider the problem

of counting the number of Nash equilibria in stochastic games and show that the

problem is #P-hard. On the other hand Brandt et al. [6] show that the problem

of computing pure strategy Nash equilibria or computing its support is NP-hard.

Similar results for computing pure Nash equilibria in Graphical form games have

been given in [36].

Studies of the problems of routing, installation of resources and formation of sub

networks, in a network, using game theory are presented in [78, 84, 26]. One

of the first such applications is that of a network modeled as a non-cooperative

game. Results on such networks are reported in [49]. Fabrikant et al.[27] consider

the problem of computing pure strategy Nash equilibria in a congestion game and

show that the problem is PLS-complete.5 Papadimitriou and Roughgarden [73]

consider the problem of computing Nash equilibria in a multi-player congestion

game. They show that Nash equilibria can be computed in polynomial time in a

symmetric game, while the problem is PLS-complete for general cases.

Govindan and Wilson [37] present an algorithm for computing Nash equilibria

that uses homotopy continuation method. They also discuss the computational

complexity of their algorithm. Gottlob et. al.[36] discuss the algorithmic com-

plexity of graphical form games and showed that even in very restrictive settings,

determining whether a game has a pure Nash Equilibrium is NP-hard. A survey of

Nash equilibria computation for bimatrix games can be found in [85]. For recent

surveys on problem of computing Nash equilibria, one can refer to [77, 21, 6]. A

comprehensive survey of various methods of computing Nash equilibria and their

computational complexity results is available in [62].

5PLS is Polynomial Local Search.
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1.1. Rational Interactions and Decision Making

Recent results show that the problem of computing a Nash equilibrium is PPAD-

complete [11, 17].6 The result makes use of Brouwer’s fixed point theorem and

Sperner’s lemma. It suggests that the problem is likely to be hard in general,

and it has given a major thrust to approximation methods. If we regard Nash

equilibrium as a state of the game in which none of the players have an incentive

to deviate, then in an approximate equilibrium the players have a low incentive

(ε > 0) to deviate. Algorithms for computing approximate Nash equilibria are

discussed in [60, 18], while similar results in restricted settings are presented in

[20, 24, 3]. Limitations of such methods are discussed in [19]. These results lead

to investigations that address general methods for computing approximate Nash

equilibria that run in polynomial time(called PTAS or Polynomial Time Approxi-

mation Scheme) [19, 18, 20]. However new results suggest that there is no general

polynomial time approximation scheme for computing a Nash equilibrium [18].7

In the light of this and related results, it remains of interest to focus on restricted

classes of games and develop methods for computing their Nash equilibria. This

is also of value in terms of applications of game theory in particular domains. In

the present work we consider a subclass of finite normal form games.

Nash equilibria of a game can be viewed as solutions to a system of equations and

inequalities defined over payoffs and strategies. This system of inequalities can

be converted into a system of polynomial equations that we call the game system

(GS). All the indeterminate variables in these polynomials are strategy profiles.

The polynomials are multilinear in the indeterminate variables.

We adopt the characterization of Nash equilibria as solutions of the GS and apply

polynomial algebra as a computational framework.8 Note that the conversion of

inequalities to equalities causes the GS to have more solutions then just the Nash

equilibria.

6Polynomial Parity Arguments on Directed graphs.
7An excellent survey on the PPAD and approximation results of the problem of computing a

Nash equilibrium is available in [77].
8The characterization is similar to that of [83].
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1.1. Rational Interactions and Decision Making

The above approach has been followed by Herings and Peeters [39] and Datta

[21], who use homotopy methods to compute a Nash equilibrium as a fixed point

problem. They also suggest use of a Gröbner basis as an alternative method.

These existing algorithms for computing Nash equilibria, characterized as solutions

of the GS, typically iterate the procedure for a single solution to determine all

the Nash equilibria. In their investigation of these algorithms, McKelvey and

McLennan [62] make a significant observation:

There is also no literature concerning how these algorithms(algorithms

for computing sample equilibrium) might effectively utilize knowledge

of a sample equilibrium. In the authors’ experience, an important idea

in organizing the analysis of a game by hand is to find one equilibrium,

then ask how other equilibria might differ from this one; there is cur-

rently no substantiation of this wisdom in theory or in computational

experience.

In other words, whether a method can be found for computing all the equilibria

of the input game, given a single equilibrium (referred to hereafter as a sample

equilibrium), without repeating the solution procedure for the sample equilibrium.

Motivated by the question raised by McKelvey and McLennan, and the complex-

ity of computing even a single equilibrium, we consider the problem of computing

all Nash equilibria for the subclass of finite normal form games. The subclass of

finite normal form games that we consider have all rational(integral) payoffs and

all irrational equilibria. The classes of games are called rational payoff irrational

equilibria(RPIE) and integer payoff irrational equilibria(IPIE) games. We develop

algorithms for computing all their Nash equilibria using a sample solution, thus

providing a constructive answer to McKelvey and McLennan’s question for games

in these classes. We further present an algorithm for deciding membership to these

classes of games.

In the view of unavailability of an efficient method for computing all equilibria of
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1.1. Rational Interactions and Decision Making

finite normal form games, the study of structural properties of Nash equilibria has

become important. The classes of games that we defined above are particularly

important as they allow us to establish some relations among all the equilibria of

a game with the knowledge of their Galois groups (discussed below). An example

of RPIE game is first introduced by Shapley and Nash [80] and later by Nau et.

al.[70]. The problem of storage of irrational equilibria of the classes of games

is studied by Lipton and Markakis [60]. The classes of games could have been

defined over arbitrary fields and their extensions. But, in practice the payoff

values generally come from the ring of integers or the field of rational values and

hence the choice of classes of games for study. The fact that irrational numbers

are dense in the set of real numbers also make it possible to construct many more

examples of the games.

1.1.2 An Algebraic Approach

To answer McKelvey and McLennan’s question, we consider an algebraic approach

via the Galois group. As is well-known, the Galois group of a polynomial acts as

a permutation group on the set of roots. If a root of the polynomial is known

along with its Galois group, then with the group action other conjugate roots

of the polynomials can be computed. We adopt this approach and use it to

develop suitable algorithm for the problem of computing all Nash equilibria of

RPIE and IPIE games. In the following example, we compute the Galois group of

a polynomial and show how to use the group action to produce other root of the

polynomial.

Example 1. Let f(x) = x2 − 2 = 0 ∈ Q[x]. Elementary symmetric functions for

f are a = 0 = x1 +x2 and b = 2 = x1x2, where x1, x2 are roots of f(x). If E is the

Galois extension of Q by f , then for all φ ∈ Gal(E/Q), φ(a) = a and φ(b) = b.

Moreover, f(x) is irreducible over Q, so ∃ φ0 ∈ Gal(E/Q) such that φ0(x2) = x1.

And so, φ0(a) = φ0(x1 + x2) = a = 0 ⇒ φ0(x1) = −x1.

In other words, it is possible to compute the Galois group of the polynomial

without having to compute all its roots. Once the complete Galois group of f(x)

is known (isomorphic to Z2 in this case), we compute one of the roots x1 =
√

2

7



1.1. Rational Interactions and Decision Making

and apply φ0 to generate x2 = −√2. A transitive Galois group action generates

a single orbit. So group action produces all the roots of f(x) without having to

factorize it every time.

From the example 1.1.2 it is evident that, with a known Galois group and a sample

root, the remaining roots of the polynomial can be computed. The idea of our

algorithm for computing all equilibria of RPIE and IPIE games follows immedi-

ately from the example . Our overall philosophy is to exploit the Galois group of

univariate polynomial in I of GS along with a single sample solution to extend our

knowledge about the remaining solutions of the GS, which include all the Nash

equilibria. The example also suggests that knowledge of the Galois group does not

presuppose knowledge of all the roots.9 In the remaining treatment, it is therefore

usually assumed that the Galois groups of irreducible univariate polynomials in

the the ideal I of GS are known.

There are various approaches for computing a sample equilibrium (solution) of

the given finite normal form game [62]. These approaches include use of Gröbner

basis and numerical methods such as Newton-Raphson method. In this work we

use Gröbner basis and Multivariate Newton Raphson method(MVNRM) for com-

puting a sample solution of the classes of games that we consider. Both these

methods are independently developed. The methods that we present are different

from other methods in following way. The methods presented in [62] are general

in nature and can be used for general finite normal form games. On the other

hand methods presented in Chapters 4 and 5 involves steps specific to RPIE and

IPIE games and ignore rational or integer solutions of the GS. We discuss in detail

the differences of our methods with previously known methods in Chapters 4 and 5.

The primary setting of our work remains Galois theory over the field of rational

numbers Q. As we progress to IPIE games we make use of Galois theory over

commutative rings [10]. Accordingly, several subsidiary results of an essentially

algebraic nature are derived in the course of our development.

9 A method for computing Galois group using Tschirnhaus Transformations is presented in
[32].
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1.1. Rational Interactions and Decision Making

To our knowledge, a method for computing Nash equilibria of the classes of games

with known Galois groups has not been considered earlier. An algorithm for fast

decomposition of univariate polynomials, over the field of rational numbers, with a

known Galois group, has been suggested in Enge and Morain [25]. The algorithm

decomposes univariate polynomials with a Galois or non-Galois field extension.

Segal and Ward [79] also consider use of known Galois group in the problem of

computing weight distributions for irreducible cyclic codes. Use of a Galois group

for computing roots of a univariate polynomial is also mentioned in [47, 7]. All

these approaches consider univariate polynomials and their Galois groups. We, in

this work, not only consider single multivariate polynomials, but deal with poly-

nomial systems. Note that the method presented in this work is general and can

be used to compute solutions of system of polynomial equations that are known

to have their solutions outside the underlying(defining) field or rings.

Existing methods for computing a Nash equilibrium, such as the approach based

on the Gröbner basis are computationally inefficient [21]. The homotopy con-

tinuation method has added drawback of providing solutions via approximation

[77, 40]. The method in [3] is highly dependent on the probability distributions

chosen. Our methods reduce the computational time(compared to method based

on Gröbner bases) and provide exact equilibria for a subclass of RPIE and IPIE

games.10 However, finding a more efficient method for determining a single Nash

equilibrium is not an essential objective of our work.

Since our algorithms for finding all the Nash equilibrium, given a sample equi-

librium, are specifically designed for RPIE or IPIE games, it becomes necessary

to have preliminary algorithms for determining whether input games do indeed

belong to either of these classes. These algorithms are presented in Chapter 3.

Though they use the characterization of Nash equilibria as solutions of the GS,

they do not require knowledge of the Galois group. We also discuss a property

which reduces the complexity of the membership algorithm, and present some

methods for constructing RPIE and IPIE games.

10 For solvable groups exact and for non-solvable based on the precision used to represent the
first root. cf. Proposition 6 and Proposition 14.
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During the study of RPIE games we came across the following problem: Given

a number stored in computer memory with finite precision, how to distinguish

whether it is a rational number or irrational number. We discuss the details of the

problem in Chapter 4 and a method for dealing with it is presented in Appendix A.

In this work we present algorithms for computing all equilibria of subclasses of

generic finite normal form games that use knowledge of a sample solution and

Galois group. The algorithms thus replace repeated substitutions and factorization

of polynomials with relatively simple and computationally efficient group actions.

1.2 Organization of the Thesis

Essential game theoretic and field theoretic preliminaries are presented in Chap-

ter 2. Underlying game model that we consider throughout this work along with

examples of Galois group over the ring of integers and infinite Galois groups are

also placed along with the preliminaries. The first problem that we consider is

that of deciding membership to the classes of games. The membership algorithm,

the condition to improve efficiency of the membership lemma, other related results

and examples showing working of the membership algorithm are presented in the

Chapter 3.

Chapters 4 and 5 are essentially similar in structure. Both these chapters contain

algorithms for computing all equilibria of RPIE and IPIE games respectively. Re-

lated results, computational complexity of the algorithms and examples are also

presented.

We discuss in detail various approaches for constructing more examples of the class

of games in Chapter 6. Related issues are also discussed. Chapter 7 concludes the

work with closing notes and future directions.

Appendix A presents Buchberger’s Algorithm for computing Gröbner basis, Kan-

nan Lenstra Lovasz Algorithm, [44], for minimal polynomial construction and

multivariate Newton Raphson method. Appendix B on the other hand presents

10
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the implementation of the algorithms presented in Chapters 3, 4 and 5.

1.3 Our Contribution

Following is an exhaustive listing of our contribution. The results presented are

believed to be new or for which independent proofs have been derived.

Membership Decision Problem

• We present Algorithm 3.1.1 to decide whether the given input finite normal

form game – with integer or rational payoff values – is a member to the class

of RPIE or IPIE games or not.

• Subsection 3.1.2 presents the worst case computational complexity of Algo-

rithm 3.1.1.

• Proposition 1 shows the correctness of Algorithm 3.1.1.

• Working of the Algorithm 3.1.1 is discussed in Subsection 3.1.1.

• During the execution of Algorithm 3.1.1, solution tuples with rational co-

ordinate force repeated factorization and verification of each such solution

tuple for a Nash equilibrium of the input game. We formulate a property

that reduces number of such factorizations and verifications. The property

is presented in Conjecture 1.

• Proposition 2 gives a sufficient condition on the GS for Conjecture 1 to be

true.

• Proposition 3(Membership Lemma) gives condition on the number of uni-

variate polynomial computation required for deciding the membership with

Conjecture 1.

• Example 8 illustrates the working of Algorithm 3.1.1 with the condition in

Proposition 3.

11
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Nash Equilibria of RPIE Games

• Algorithm 4.2.1 for computing all equilibria of a RPIE game. The algorithm

makes use of Gröbner basis for sample solution computation followed by

group action.

• With the help of Proposition 4 and Corollary 1 we show that the class of

RPIE games is empty for bimatrix games and further Algorithm 4.2.1 can

not be used for computing equilibria of bimatrix games.

• A result showing correctness of Algorithm 4.2.1 is presented in Proposition

5.

• With the available finite precision technology for representing a number in

computer memory, storage of an irrational equilibrium is a difficult problem.

In Proposition 6 we show that for a subclass of RPIE games, their equilibria

can be computed in closed form.

• An example of a 3 players 2 strategy RPIE game to show working of the

Algorithm 4.2.1 is presented in Section 4.4.

• Section 4.3 discusses worst case computational complexity of Algorithm

4.2.1.

Nash Equilibria of IPIE Games

• We construct an example of Galois extension over the ring of integers Z in

Subsection 2.4.1.

• While constructing an example of Galois group over Z, in Subsection 2.4.1,

we make the following observations:

• For any n ∈ Z and for any Z(
√

n), nZ(
√

n) is not a prime or maximal

ideal.

• Irrational ring extensions of ring of integers Z induces non-trivial Galois

groups.

12
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• We also construct example of an infinite Galois group with finite orbits in

Subsection 2.4.2.

• Proposition 7 gives a criterion for the multivariate Newton Raphson method

(MVNRM) to stop. The method is used in Algorithm 5.2.2 for computing a

sample solution of the input IPIE game.

• We present Algorithm 5.2.1 for computing all equilibria of an IPIE game.

The algorithm makes use of MVNRM, KLL algorithm and Galois group

action.

• Proposition 8 shows that, during the division of a rational factor from the

polynomial system in Algorithm 5.2.1, the desired solution set with all irra-

tional solutions of GS is preserved .

• We show in Proposition 9 that Algorithm 5.2.1 can not be used with games

having integer payoffs and rational equilibria.

• In the light of Proposition 9, Proposition 10 guarantees that for any IPIE

game its group is non-trivial.

• Convergence condition for the MVNRM is presented in Proposition 11.

• Proposition 12 presents correctness of the Algorithm 5.2.1.

• Proposition 13 shows that algorithms and algebra of RPIE and IPIE games

can not be extended to work for games over finite fields.

• Similar to Proposition 6 for RPIE games, Proposition 14 presents a condition

for computing equilibria of IPIE games in closed form.

• Section 5.3 discusses worst case computational complexity of Algorithm 5.2.2

and presents a bound in Proposition 15.

• Section 5.4 discusses working of Algorithm 5.2.1.
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Construction of Games We present several approaches for constructing the

class of RPIE and IPIE games in Chapter 6.

• Elimination ideal approach.

• Proposition 16 gives a necessary condition on the inter-relations of game

payoff values with desired set as its equilibrium set.

• Liner system of equation approach.

• Elementary symmetric polynomial approach.

• Perturbation approach.

We further compute examples to show the working of these approaches and discuss

issues involved.

Working Program Systems Appendix B presents programs used for imple-

menting Algorithms 3.1.1, 4.2.1 and 5.2.1.
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Chapter 2

Preliminaries

In the previous chapter we introduced the problem of computing Nash equilibria

for finite normal form games. However, we shall be concerned with two subclasses

of games, which are defined in this chapter. We define the game model with which

we shall be working throughout, and present some game-theoretic and algebraic

preliminaries. These include some ideas related to Galois theory over rings, which

is further explained by an example. Our work is primarily related to finite Galois

groups, but in this chapter we do briefly discuss infinite Galois groups.

Before we begin, the notation and numbering of presented results, in this work,

is as follows. All the results designated as Theorem are previously known re-

sults. Our results are given as either Propositions, Corollaries or Conjectures. All

definitions except Definitions 2.1.4 and 2.1.5 are standard.

2.1 Game Theory

In Game theory, games are primarily classified by means of number of strategies

of players, execution of strategies at various states of the game, level of strategic

cooperation between players, and the information available to players. The num-

ber of strategies of each player in a game is either finite or infinite. The execution

of strategies by the players of a game is either exactly once at the beginning of

the game (strategic or normal form game), or after each action of the other play-
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2.1. Game Theory

ers(extensive form game). If all the players of a game possess information about

other players, such as all their strategies and payoff information, then the game

is called a complete information game. In case of partial or no information the

game is called incomplete information game. The level of strategic collaboration

amongst players categorize games as either cooperative or non-cooperative. In

this work, we restrict our attention to a subclass of finite normal form complete

information non-cooperative games.

Definition 2.1.1. A strategic finite normal form game TS is a 3-tuple 〈N,Si, ci :

i ∈ N〉, where, N is a non-empty finite set of players, Si is a non-empty finite set

of strategies of player i, and for each player i its payoff is defined as a function

ci : ×k∈NSk → R.

Each player i’s mixed strategy ∆(Si) is a probability distribution on his set of pure

strategies Si, i.e. from Si player i chooses strategy j with probability xi
j, where

xi
j ∈ ∆(Si). A finite normal form game with mixed strategies and expected payoff

αi : ×k∈N∆(Sk) → R is called a mixed extension TM of the strategic game TS.

In the analysis of games, it is useful to define a state of the game which is in some

sense optimal. Such a state of the game could be regarded as an equilibrium point,

i.e. if the game is played repeatedly, the state may converge to the equilibrium

point. The most commonly used equilibrium point is the one introduced by John

Nash in his seminal paper [69], and now known as the Nash equilibrium. In a Nash

equilibrium, no player has an incentive to make a unilateral change of strategy (a

more formal definition is given below). Other equilibria are also in use, such as

the competitive equilibrium and the correlated equilibrium. However, the Nash

equilibrium is perhaps the most intuitively appealing equilibrium concept, and

in our work we shall be solely concerned with Nash equilibria. It is well known

that every mixed extension of a strategic game has a Nash equilibrium, defined as

follows.

Definition 2.1.2. Given the mixed extension of a strategic game, a mixed Nash

equilibrium is a strategy profile {xi
j} ∈ ∆(Si) such that each player’s mixed strat-

egy maximizes his payoff if the strategies of the other players are held fixed.
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2.1. Game Theory

In words, given best actions of other players, a Nash equilibrium is a strategy-

tuple from which player i would not like to deviate to any of his other strategies

without decreasing his payoff.

Theorem 2.1.3. Every finite game has a mixed Nash equilibrium.

Using analogy between compact, convex subset of Rn and mixed strategy profile

of players, and with continuity of cost function, Nash showed that existence of a

fixed point (Brouwer [23]) is equivalent to existence of an equilibrium point in the

payoff function. His theorem applies specifically to any finite normal form game;

a pure strategy finite normal form game need not have a pure strategy Nash equi-

librium.

In our work, we will confine our attention to the following subclasses of games.

Definition 2.1.4. A finite normal form game with all its payoffs rational numbers

and all the coordinates of each equilibrium tuple irrational numbers is called a

rational payoff irrational equilibria (RPIE) game.

Similarly,

Definition 2.1.5. A finite normal form game with all its payoffs integer numbers

and all the coordinates of each equilibrium tuple irrational numbers is called a

integer payoff irrational equilibria (IPIE) game.

We will use T to denote whichever of these classes of games is under consideration

in a specific context. We denote a game in T by T . It is clear that the class of

IPIE games forms a subclass of RPIE games. It is significant to mention that we

have to use generalizations of the standard algebra of Galois groups over fields to

IPIE games. 1 2

1cf. Chapter 5 on IPIE games.
2For more game theoretic concepts see Osborne and Rubinstein[72].
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2.2. Underlying Model

2.2 Underlying Model

Let T be a finite normal form game with n = |N | players.3 Each player i has

ki ≥ 2 strategies, |Si| = ki, K∗ = Πn
i=1ki and K+ =

∑n
i=1 ki. Ai

j1j2...jn
denotes the

payoff received by player i when each player adopts strategy jm for 1 ≤ jm ≤ km

and m = 1, . . . , n. The probability that player i chooses strategy ji ∈ {1, 2, . . . , ki}
is denoted by xi

ji
,

0 ≤ xi
ji
≤ 1. (2.1)

Moreover, for each player i,
ki∑

ji=1

xi
ji

= 1. (2.2)

Expected payoff for player i,

αi =

k1∑
j1=1

k2∑
j2=1

. . .

kn∑
jn=1

Ai
j1j2...jn

x1
j1

x2
j2

. . . xn
jn

(2.3)

In a Nash equilibrium, the following holds:

αi ≥
k1∑

j1=1

k2∑
j2=1

. . .

ki−1∑
ji−1=1

ki+1∑
ji+1=1

. . .

kn∑
jn=1

Ai
j1j2...ji−1jiji+1...jn

x1
j1

x2
j2

. . . xi−1
ji−1

xi+1
ji+1

. . . xn
jn

,

for every ji ∈ Si and for every i ∈ {1, . . . , n}.
(2.4)

Multiplying on both sides of (2.2) by (2.3) and equating left hand side of (2.2) to

right hand side of (2.3) we get a polynomial with addition of non-negative terms

(given by condition (2.4) and (2.1)) evaluating to zero. This gives us polynomial

3T need not be in T . The game model discussed up to (2.5) is general and can be applied to
any finite normal form game. For the remainder of the discussion T ∈ T .
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2.2. Underlying Model

equations in the following form:

xi
ji
(αi −

k1∑
j1=1

k2∑
j2=1

. . .

ki−1∑
ji−1=1

ki+1∑
ji+1=1

. . .

kn∑
jn=1

Ai
j1j2...ji−1jiji+1...jn

x1
j1

x2
j2

. . . xi−1
ji−1

xi+1
ji+1

. . . xn
jn

) = 0,

for every ji ∈ Si and for every i ∈ {1, . . . , n}.
(2.5)

If now T ∈ T , its equilibria are constrained to be irrational. Consequently,

0 < xi
ji

< 1. (2.6)

Applying (2.6) to (2.5), we obtain following equations:

αi −
k1∑

j1=1

k2∑
j2=1

. . .

ki−1∑
ji−1=1

ki+1∑
ji+1=1

. . .

kn∑
jn=1

Ai
j1j2...ji−1jiji+1...jn

x1
j1

x2
j2

. . . xi−1
ji−1

xi+1
ji+1

. . . xn
jn

= 0,

for every ji ∈ Si and for every i ∈ {1, . . . , n}.
(2.7)

Depending on the context, we will refer to the system of polynomial equations

in (2.5) or (2.7) as the game system GS. While considering problem of deciding

membership of the classes of games, the type of the input game is not known.

For this reason we consider a game system of the form (2.5). In the subsequent

presentation of algorithms for computing equilibria, we assume the input game

T ∈ T and hence use (2.7).

Note that all Nash equilibria of a game correspond to solutions of its game system

GS, but the converse is not necessarily true. There are more solutions to the GS
than just the equilibria. We call them non-equilibrium solutions. Throughout this

work, we study Nash equilibria via the system GS.

We write roots for zeros of a univariate polynomial and solutions for zeros of a

multivariate polynomial system. In our terminology, a solution will always be a

K+- tuple. We write irrational Nash equilibria for Nash equilibria with all its co-
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2.3. Field Arithmetic and Galois Groups

ordinate totally mixed real-irrational numbers. The first irrational solution tuple

of GS is called a sample solution. If the sample solution is an equilibrium of the

input game T , it is called a sample equilibrium.

Note that the system of polynomial equations GS over complex number field has

finitely many solutions [39, 21, 38].4

If all the equilibria, defined by system of equalities and inequalities, are denoted

by E then, following notations from [63], equilibria defined only by inequalities are

denoted by E ′. From (2.6), it is clear that, we focus on set X ⊆ E ′ of totally-mixed

Nash equilibria.

2.3 Field Arithmetic and Galois Groups

Given a GS in the form (2.5) or (2.7), we now setup the polynomial algebra and

Galois theory required for our approach.

We follow the standard terminology for the most part. Essential definitions are

given below. Some other definitions are presented in Appendix A. In general we

follow the approach given in Cox [14].

Definition 2.3.1. An extension field K of a field F is a field that contains F as a

subfield.

Definition 2.3.2. An extension ring F ⊆ K is called finite if the dimension of K
as a module over F is finite.

For a polynomial p defined over the field F, its splitting field K is the field extended

by all the roots of the polynomial. All the automorphism defined over the extension

4 The ideal I of the GS is zero-dimensional because the monomials of I – which are non-
member to the ideal generated by leading term monomials of ideal generator polynomials – are
finitely many. These monomials are called standard monomials of the ideal I with respect to
some lexicographical order. In other words, finite solutions of ideal is possible if and only if for
each indeterminate xi of the polynomial ring there is a term t in leading monomial of Gröbner
basis such that t = c ·xn

i . i.e., at least one member of Gröbner basis has its leading term as pure
power of xi.
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2.3. Field Arithmetic and Galois Groups

field K that fix each element of base field F, forms a group called Galois group.

Action of a Galois group on roots of a polynomial results in a permutation of the

roots.

Definition 2.3.3. Let G be a group and X be a set. Then an action of G on X

is a function of the form G×X → X.

Due to Galois correspondence, we have one-one relation between sub-group of

Galois group and sub-field extensions of splitting field of a polynomial. We shall

be specifically interested in the following situation.

Definition 2.3.4. Let K ⊃ F be a finite extension of a field F. Then the Galois

group G = Gal(K/F) is the set

G = {σ : K→ K | σ is an automorphism, σ(a) = a for all a ∈ F}.

Definition 2.3.4 will be considered while we discuss the class of RPIE games. Galois

theory has recently been generalized to work with polynomials defined over rings.

For discussing the class of IPIE games we need the generalization. Definition 2.3.4

can be generalized as follows.

Definition 2.3.5. [42] Let K be a finite extension of commutative ring F, i.e. F
is subring of K. Let G be a finite group acting as F-algebra(ring) automorphisms

on K. Then we define KG as the subring

KG = {s ∈ K | ∀σ ∈ G, σs = s},

and say that K is a Galois extension of F with group G, if

• KG = F, and

• for any maximal ideal m in K and any σ ∈ G\{1}, there is an s ∈ K such

that σs− s /∈ m.

An example for constructing Galois group of an irrational extension of the ring of

integers is presented in Section 2.4. For detailed discussion of concepts related to

polynomial algebra refer Appendix A.

21



2.4. Extensions and Generalizations of Galois Groups

When a Galois group acts on subset of roots, due to the group action we get the

other elements of the set of roots.5 For generating all the elements of a set of

roots, transitivity of the Galois group is necessary.

Definition 2.3.6. A subgroup H ⊂ Sn is transitive if for every pair of elements

i, j ∈ {1, 2, . . . , n}, there is τ ∈ H such that τ(i) = j.

Below result allows us to see irreducibility of a polynomial as transitivity of its

Galois group.

Theorem 2.3.7. Let K be the splitting field of a separable polynomial f ∈ F[x] of

degree n. Then the subgroup of Sn corresponding to Gal(K/F) is transitive if and

only if f is irreducible over F. i.e. f is irreducible if and only if Gal(K/F) acts

transitively on the roots of f .

For proof of this theorem see [14].

Action by all the elements of a group on an element of a set generates a set called

orbit of that element. Formally,

Definition 2.3.8. For every x ∈ X we put Gx = {gx : ∀g ∈ G}, and call it the

orbit of x under action of G, or simply G-orbit of x.

Orbit of an element under Galois group is called Galois-orbit of the element. If G

acts transitively on X then there is only one G-orbit, X itself.

2.4 Extensions and Generalizations of Galois Groups

In this section we present some ideas that are not elementary. Though not new,

these ideas are independently developed.

2.4.1 Example of a Galois Group Over the Ring of Integers

Following is an example of a non-trivial ring extension that produces a non-trivial

Galois group given by Definition 2.3.5.

5Not necessarily distinct.
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Let F = Z and K = Z(
√

2) then for all primes p 6= 2, pZ(
√

2) is maximal ideal of

K, and the Galois group for this ring extension K/F is isomorphic to Z2.
6 Choice

of pZ(
√

2) as maximal ideal can be justified as follows:

It is known that all prime ideals pZ of Z are its maximal ideals. For finding max-

imal ideal of Z(
√

2), natural way to progress is to consider pZ(
√

2) of Z(
√

2) as

a candidate. Other way to reach this choice is, Z(
√

2) is isomorphic to the ring

of Gaussian Integers Z(i).7 And it is known that an a ∈ K is a prime element in

Euclidean ring K if and only if the ideal 〈a〉 is maximal in K. We choose a prime

element p(1 + 1
√

2) ∈ Z(
√

2).This prime element generates an ideal pZ+ pZ(
√

2).

And so the choice of prime ideal. We must verify whether pZ(
√

2) is indeed a

maximal ideal. But, first we check whether it is an ideal of K or not.

All the elements in pZ(
√

2) are of the form mp + np
√

2, for m,n ∈ Z. It is easy

to see that pZ(
√

2) is closed under addition, closed under multiplication, commu-

tative and every element a ∈ Z(
√

2) is absorbed inside pZ(
√

2).

Maximality of ideal pZ(
√

2) can be verified by two methods. First, argue that

there is no proper ideal of Z(
√

2) that contains pZ(
√

2). Second, create quotient

ring of Z(
√

2) and pZ(
√

2) and see whether it forms a field or not.8 We consider

the second method.

All the elements in Z(
√

2) are of the form {a+b
√

2}, and elements of pZ(
√

2) are of

the form {mp+np
√

2}, for a, b, m, n ∈ Z. The coset of the quotient Z(
√

2)/pZ(
√

2)

has following elements:

{0, 1, . . . , p− 1,√
2, 1 +

√
2, . . . , (p− 1) +

√
2,

...
...

...

(p− 1)
√

2, 1 + (p− 1)
√

2, . . . , (p− 1) + (p− 1)
√

2}.

(2.8)

6For the reason of p 6= 2, cf. Proposition 1.
7It can be shown that Z(

√
2) in fact is an Euclidean Ring with d = a2 + b2 for all a + b

√
2 ∈

Z(
√

2).
8Quotient ring of a commutative ring with its maximal ideal is a field.
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2.4. Extensions and Generalizations of Galois Groups

The quotient structure above has total of p2 elements for any prime p, and so are

likely candidates to be finite fields. For example, if p = 3, then the elements of

the quotient structure Z(
√

2)/3Z(
√

2) are

{0, 1, 2,
√

2, 2
√

2, 1 +
√

2, 1 + 2
√

2, 2 +
√

2, 2 + 2
√

2}.

It can be verified that Z(
√

2)/3Z(
√

2) is a finite field with 9 elements. The claim

can be verified to be true for Z(
√

2)/pZ(
√

2) in general.

On the other hand for p = 2, elements of Z(
√

2)/2Z(
√

2) are {0, 1,√2, 1 +
√

2}.
This is not a field because

√
2 · √2 = 2 mod 2 ≡ 0, in fact it is not even integral

domain. This argument generalizes to:

Remark 1. For any n ∈ Z and for any Z(
√

n), nZ(
√

n) is not a prime or maximal

ideal.

Proof. For any ring isomorphic to Gaussian integers, all of its maximal ideals are

generated with the prime elements in the ring. But n =
√

n · √n is not a prime

element in the ring Z(
√

n). And so the result follows.

This example shows that pZ(
√

2) is indeed a maximal ideal of Z(
√

2). To show

that Z(
√

2)/Z is a Galois extension, let σ ∈ G(K/F)\{1}. For every maximal

ideal pertaining to a different p, we can always choose an element s ∈ K which is a

non-multiple or co-prime to p, such that σs− s /∈ pZ(
√

2).9 This shows that K/F
is indeed a Galois extension and G = Gal(K/F) a Galois group. Note that, above

results can be generalized by replacing Z(
√

2) with Z(
√

p) for K, or replacing 2
√

with m
√

, for m ≥ 3 ∈ Z. We call ring extensions by irrational numbers as irrational

ring extensions. Following result generalizes the example discussed above.

Remark 2. Irrational ring extensions of ring of integers Z induce non-trivial

Galois groups.

Proof. Follows from the discussion above.

9For example, p = 3,K = Z(
√

2) and σ ∈ Gal(K/Z) ∼= Z2, let s = 5 + 7
√

2 then for non
identity σ, σ(5 + 7

√
2)− (5 + 7

√
2) = −14

√
2 /∈ 3Z(

√
2).
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2.4. Extensions and Generalizations of Galois Groups

2.4.2 Infinite Galois Group

In this work we are concerned with finite Galois groups. But for the completeness

of discussion, we present an example of infinite Galois group that produces finite

group-orbits.

Let f ∈ Q[x, y] be a bivariate polynomial of the form

f(x, y) = x2 + y2 = 0 ∈ Q[x, y].

Let K be a splitting field extension of f over Q. Over K, f has following factor-

ization:

f(x, y) = (x + iy)(x− iy) = 0.

Ignoring the trivial case of exactly one solution, a multivariate polynomial has

infinitely many solutions in its separable closure. Of infinitely many solutions let

one of the solution of f be: x − iy = 0 ⇒ x = iy and for some y =
√

2 ∈ K,

x = i
√

2. i.e. (x, y) = (i
√

2,
√

2).

The minimal polynomial of (i
√

2,
√

2) is (x2 + 2)(y2 − 2) = 0, and produces the

field extensions Q1x = Q(i
√

2) and Q1y = Q(
√

2) of degree 2 for x and y respec-

tively. K is made up of such infinitely many finite extensions of Q and so K is

called finitely generated extension of Q.

Let the Galois group corresponding to the field extension Q1x/Q be G1x. Then it

is clear that, G1x has two elements and group action of G1x over the root i
√

2 will

produce a finite group-orbit. Similarly for G1y.

This argument can be repeated for infinitely many different values of y, each time

producing a finite group-orbit. We know that K is the field containing all the

solutions of polynomial f and their conjugates, so it is easy to see that Galois

group G = K/Q will have infinitely many elements. This can be illustrated by the

figure 2.1, where all the Galois groups are finite. Note that the field corresponding

to the group – with all Galois groups as it subgroup – is infinite. For more
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2.5. Discussion

discussion on the infinite Galois groups from permutation groups point of view see

[2].

Figure 2.1: Infinite field extension and corresponding Galois group.

2.5 Discussion

With required definitions, preliminaries and game model we are ready to take upon

the following question: given an input game how can we decide whether it is a

member to the classes of games that we defined in the present chapter. In the next

chapter we answer this question with an algorithm. Games with integer payoffs

and irrational equilibria – requiring Galois groups over rings – are discussed in

Chapter 5.
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Chapter 3

Membership

We defined the classes of IPIE and RPIE games in the preceding chapter. The

underlying model for the classes of games was also presented. In this chapter,

we consider the problem of deciding membership of a finite normal form game

to the classes of RPIE and IPIE games. We present an algorithm for deciding

membership, and discuss related results and the computational complexity of the

algorithm. We notice that in case the GS has certain regularity properties, the

efficiency of the presented algorithm is considerably improved. This issue is dis-

cussed in detail. Finally, examples are presented to display the working of the

algorithm with and without regularity property. The membership decision is nec-

essary for subsequent chapters that present algorithms for computing equilibria of

RPIE and IPIE games.

3.1 Method

The games that we consider are required to have either rational or integer payoff

values and all irrational Nash equilibria. With this property, an intuitive approach

to answer the problem of deciding membership is as follows: given an input game,

characterize all its equilibria as solutions to the GS of the form (2.5); construct a

univariate polynomial – for each indeterminate variable – in the Gröbner basis of

the GS; determine whether for each indeterminate variable its univariate polyno-

mial has linear factors over the field of rational numbers or not. It turns out that
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3.1. Method

this approach is successful, though each of the steps has to be handled carefully,

and requires rigorous justification.

Note that the membership of the class of IPIE games can also be decided by con-

sidering irreducibility of univariate polynomials over Q. If a polynomial has all its

factors linear over Q, then its roots are either integer or rational. If the polyno-

mial has no linear factors over Q then the roots are either irrational or complex.

By [68], every game has a mixed strategy Nash equilibrium. In the case of an

IPIE game, this means that there is at least one irrational root of the polynomial.

The condition of checking irreducibility of each univariate polynomial over Q –

rather than Z – lets us use field algebra, providing a richer set of tools. Thus, a

single algorithm covers both RPIE and IPIE games; the payoff values suffice to

determine whether the input is an RPIE or IPIE game.

In case a univariate polynomial in the Gröbner basis has some linear factors over

Q, we must verify whether the solutions – determined by the corresponding ratio-

nal roots – are Nash equilibria of the input game or not. If any of these solutions

turns out to be an equilibrium then the game is a non-member, otherwise it is.

For polynomial irreducibility over the set of integers we can use Eisenstein’s crite-

rion [74]. But this is not a necessary and sufficient condition, and in any case, we

need more tools to decide irreducibility over Q. For this purpose, we make use of

the univariate factorization algorithm over Q given in [31]: an advantage of this

algorithm is that it has polynomial time complexity.

For constructing a univariate polynomial from the multivariate system GS, we use

a Gröbner basis of the GS. The Gröbner basis construction can be considered as a

preprocessing step for an input, and the triangular form generated in the process

may be needed in the sequel. If the input game turns out to be a member game

in either of the classes, then the Gröbner basis is in fact utilized further for com-

puting all equilibria of the input game with Algorithms 4.2.1 and 5.2.1 presented

in the following chapters.

We commence the attack on the membership decidability problem by checking the
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3.1. Method

payoff values of the input game. If the payoff values are non-integer(non-rational)

then we declare the input game a non-member of the class of IPIE(RPIE) games.

Otherwise we use Algorithm 3.1.1.

Algorithm 3.1.1 Algorithm for deciding membership to the classes of RPIE and IPIE
games.
Input : A finite normal form game characterized as GS with coefficients from Z or Q.
Output: Member or Non-member Decision.
1: for each indeterminate variable (i = 1 to K+) do
2: Apply the Buchberger’s Algorithm with the lexicographic order (xi ≺

xj),∀j 6= i and compute a univariate polynomial gi in xi from the trian-
gular form of the Gröbner basis of GS.

3: For the univariate polynomial produced in Step 2, check its irreducibility
over Q. {In case any gi has all linear factors over Q, the algorithm must
stop immediately declaring the input game a non-member.}

4: if gi has at least one linear factor over Q then
5: Compute root corresponding to each linear factor of gi.
6: Substitute each root in the triangular form of the Gröbner basis and

compute a complete solution tuple corresponding to the root.
7: if the solution tuple verifies to be a Nash equilibrium of the input game

then
8: Declare the input game a non-member and stop.
9: end if

10: end if
11: end for
12: Declare the input game a member.

Change of lexicographic order to produce univariate polynomial in each indeter-

minate in Step 2 of Algorithm 3.1.1 can be justified by the following quote from

[8]:

The elimination property of Gröbner bases guarantees that, in case G

has only finitely many solutions, G contains a univariate polynomial in

x. (Note that, here, we use the lexicographic order that ranks y higher

than x. If we used the lexicographic order that ranks x higher than

y then, correspondingly, the Gröbner basis would contain a univariate

polynomial in y.) [ . . . ] It can be shown that reduced Gröbner bases
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3.1. Method

(with finitely many solutions) contain exactly one univariate polyno-

mial in the lowest indeterminate.

Next we present the correctness of the membership Algorithm 3.1.1.

Proposition 1. Given an input game with integer(rational) payoff values, Algo-

rithm 3.1.1 correctly determines whether it belongs to class IPIE(RPIE).

Proof. Input to the Algorithm 3.1.1 is a finite normal form game characterized

as GS of the form (2.5).1 Consequently, all the coefficients of the GS must be

either integral or rational. Then the loop of Steps 1-11 executes. Next step is

to check whether all the equilibrium solutions of the input game are irrational or

not. For checking the irrationality of each indeterminate variable in the GS, we

must check whether its univariate polynomial has all its factors irreducible over

Q or not. To obtain a univariate polynomial in each indeterminate variable the

Buchberger’s algorithm is called using a different lexicographic ordering each time.

Due to the finiteness of number of equilibrium solutions of the input game and

its corresponding zero-dimensional polynomial ideal, we are guaranteed to get a

univariate polynomial every time [8].

For Steps 3 and 4, the univariate factorization algorithm from [31] is used. Thus,

whenever the univariate polynomial has a linear factor over Q, Step 5 is reached.

Corresponding to each linear factor of a univariate polynomial a solution tuple is

constructed. These solutions are further verified for Nash equilibrium of the input

game. If one of these solutions is a Nash equilibrium, then the method stops with

declaring the input game a non-member at Steps 7 and 8.

With the finiteness of the following: degree bound of the degrees of the GS, the

degree of each univariate polynomial and number of strategies, we are guaranteed

to either stop at Step 8 or reach Step 11.

1We recall that the type of games that we consider in this work are known to have finitely
many equilibrium solutions [39, 21, 38].
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3.1. Method

If we reach Step 11, then none of the univariate polynomials of any variable has

contributed a Nash equilibrium with a rational coordinate. Hence, any Nash

equilibria solution could only have non-rational coordinates. However, since by

Nash’s theorem, there is at least one Nash equilibrium, the game has to be either

IPIE or RPIE.

Next we present examples to show working of the Algorithm 3.1.1.

3.1.1 Examples

Example 2 (Matching Pennies). Game of matching pennies can be described

by Table 3.1. It is known that the game does not have a pure strategy Nash

equilibrium. Also, it is know that the game has exactly one mixed strategy Nash

equilibrium (1
2
, 1

2
). The game is not an RPIE/IPIE game. We verify this using

Algorithm 3.1.1.

Player 2
H T

Player 1 H 1, -1 -1, 1
T -1, 1 1, -1

Table 3.1: Payoff table of 2-player 2-strategy zero-sum Matching Pennies game. A
coin is tossed twice for deciding the output. If both the toss has matching result,
i.e., Head-Head or Tail-Tail, Player 1 gains one penny. Otherwise, Player 2 gains
1 penny. A penny loss for one player is a penny gain for the other player.

Following is the GS of the game.

2(−1 + x)x(−1 + 2y) = 0

−2(−1 + x)x(−1 + 2y) = 0

−2(−1 + 2x)(−1 + y)y = 0

2(−1 + 2x)(−1 + y)y = 0 (3.1)

The Gröbner basis for the GS in (3.1) is:

{
y − 3y2 + 2y3, y − 2xy − y2 + 2xy2,−x + x2 + y − y2

}
(3.2)
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3.1. Method

Univariate polynomial f = y − 3y2 + 2y3 = 0 has roots y = 0, 1, 1
2
. The polyno-

mial f has complete linear factorization over Q and so the algorithm 3.1.1 stops,

declaring the Matching Pennies game a non-member to IPIE/RPIE class games.

For the completeness of the discussion, we ignore the fact that f has all linear

factors over Q and show further how the Nash equilibrium verification algorithm

can be employed to declare the non-membership of the Matching Pennies game.

Substitution of all these factors in (3.2) generates following solution tuples of the

GS.

(x, y) =

{
(0, 0), (0, 1), (1, 0), (1, 1), (

1

2
,
1

2
)

}
(3.3)

We verify the tuples with rational roots for Nash equilibrium with the Nash equi-

librium verification algorithm:

Probability and Payoff at
Strategy 1 Strategy 2

Player 1 0,-1 1,-1
Player 2 1,1 0,1

Probability and Payoff at
Strategy 1 Strategy 2

Player 1 1/2,0 1/2,0
Player 2 1/2,0 1/2,0

Table 3.2: Matching Pennies strategy payoff table. Entry in each cell indicates
a probability that a player assigns to his particular strategy and corresponding
payoff received for the assignment.

When testing for tuple (x, y) = (0, 1), from Table 3.1 it is clear that the payoff

received is -1 and 1 for players 1 and 2 respectively. This entry is reported in first

column of the Table 3.2. It is clear that the solution tuple (0, 1) does not benefit

Player 1 and so he has incentive to deviate and the tuple (0, 1) is not a Nash

equilibrium of the game. The same is true for (0, 0), (1, 0) and (1, 1). They are

not Nash equilibria of the game. But verification reveals that the rational solution

tuple (1/2, 1/2) turns out to be the Nash equilibrium of the game. And so the

game is non-member.

Example 3. Consider a 2 player finite normal form game with rational payoff

values. The game is defined by the payoff table 3.3. If we represent probability

that player 1 chooses strategy a and b by x1 and x2 respectively, then probability
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3.1. Method

A B
a 1, 2 0, 3
b 2, 0 0, 1
c 0, 1 4, 0

Table 3.3: Payoff table of a 2-player finite normal form game. Player 1 has 3
strategies a, b and c while player 2 has two strategies A and B. Entry in each cell
of the payoff table indicates player 1 and 2’s payoffs for their respective strategies.

of choosing strategy c is 1 − x1 − x2. Similarly, for player 2, the probability of

choosing strategy A is y1 and B is 1−y1. The corresponding GS is (following 2.7):

x1(4− 5y1 + x1(−4 + 5y1) + x2(−4 + 6y1)) = 0

x2(2(−1 + x2)(−2 + 3y1) + x1(−4 + 5y1)) = 0

−(−1 + x1 + x2)(−4x1 − 4x2 + 5x1y1 + 6x2y1) = 0

−(−1 + 2x1 + 2x2)(−1 + y1)y1 = 0

(−1 + 2x1 + 2x2)(−1 + y1)y1 = 0 (3.4)

Computing a Gröbner basis with the lexicographic order y1 ≺ x2 ≺ x1, we get:

{−8y1 + 30y2
1 − 37y3

1 + 15y4
1,−10y1 − 4x1y1 + 25y2

1 + 4x1y
2
1 − 15y3

1,

−50y1 − 8x1y1 + 8x2
1y1 + 125y2

1 − 75y3
1,

12y1 − 4x2y1 − 27y2
1 + 4x2y

2
1 + 15y3

1,

−32x1 + 32x2
1 + 32x1x2 − 250y1 + 625y2

1 − 375y3
1,

32x1 − 32x2
1 − 32x2 + 32x2

2 + 466y1 − 1111y2
1 + 645y3

1}. (3.5)

Factoring univariate polynomial f = 15y4
1 − 37y3

1 − 30y2
1 − 8y1 = 0 we get its roots

y1 = 0, 1, 2
3
, 4

5
.

It is clear that each solution of the game GS contains a root of y1 that is a

rational number. The game must have at least one Nash equilibrium solution.

And so the equilibrium solution tuple contains a rational root. Thus the game is

a non-member.
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3.1.2 Computational Complexity

Running time of the Algorithm 3.1.1 is primarily dominated by the preprocess-

ing task of constructing univariate polynomials. The Buchberger’s algorithm for

constructing univariate polynomials takes doubly exponential time in the number

of indeterminate variables K+, making worst case complexity of the algorithm

O(K+ · 22K
+

).

The algorithm to factorize a univariate polynomial over Q takes O(n10+n8 log2 A)

time [31], where n is degree of the univariate polynomial and A is its max-norm,

i.e. A = ||a||∞ = max{|ai| : 0 ≤ i ≤ n} where ai’s are coefficients of the mono-

mials of the univariate polynomial f . In worst case, the factorization algorithm

is also called for total of K+ times. The Algorithm to verify a solution for Nash

equilibrium runs in polynomial time in K+. The GS is of finite size in terms of

the degree of individual polynomials, the total number of indeterminate variables

and norm of the polynomials. Keeping aside the running time of Buchberger’s

algorithm, membership decidability runs in polynomial time in K+.

3.2 Membership Lemma

We reanalyze the roots generation sequence in the Algorithm 3.1.1. If at any stage

of factorizations, a univariate polynomial in the Gröbner basis of GS has a linear

factor, i.e. a rational root, of which corresponding solution is a Nash equilibrium,

then the game is a non-member. In other words, a solution tuple with at least one

rational coordinate must be verified to be a Nash equilibrium. Consequently, if we

are guaranteed that the substitution of an irrational root produces all irrational

roots in subsequent substitution, then the repeated factorization and verification

of the roots in Algorithm 3.1.1 can be reduced. A condition which guarantees this

is called a membership condition.

In this section we present a candidate membership condition that improves running

time of the Algorithm 3.1.1. The result primarily utilizes an algebraic property of
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3.2. Membership Lemma

the ideal I of GS.

3.2.1 Regularity Property of the GS
With reference to the game model presented in Section 2.2 of Chapter 2, we

propose the following:

Conjecture 1. Let GS be a system of polynomial equations, with zero dimensional

ideal I, of the form

GS = {fi ∈ F[x1, x2, . . . , xk] | i ∈ {1, . . . , k}},

where F is either Z or Q. A Gröbner basis of the GS is

GBGS = {gj ∈ F[x1, x2, . . . , xk] | j ∈ {1, . . . , m}}.

Let gt ∈ F[xt], for t ∈ {1, . . . , m}, be a univariate polynomial in the GBGS . Suppose

gt(αtp) = 0 for some root αtp /∈ F. The new Gröbner basis is

GB′GS = {g′j ∈ F[x1, . . . , xt−1, αtp , xt+1, . . . , xk] | j ∈ {1, . . . , m}}.2

Let g′q ∈ GB′GS such that g′q ∈ F[xq]. If g′q(αqr) = 0 then αqr /∈ F, i.e. if αqr is

some root of g′q then αqr extends F.

In what follows, we argue for the plausibility of Conjecture 1 using a constructive

approach. But first we see with the following example that shows the conclusion

of Conjecture 1 is true for polynomials that does not arise from a game(GS).

Example 4. Consider polynomials

f1 = xy2 + 6x− y2 − 6− yx2 − y

f2 = yx2 + 6y − x2 − 6− xy2 − x (3.6)

2Note that substituting αtp in GS need not extend F. For example consider the system
f = z2x2 − 19 = 0, g = z2 − 19 = 0. Substituting

√
19 in f does not extend Q. If f is of the

form zx2 − 19 = 0, then the substitution induces Q(
√

19).
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defined over Q[x, y]. The univariate polynomial of y in a Gröbner basis, with

lexicographical order y ≺ x has roots y = 2, 3, 1
2
(1 ± i5). Substituting y = 1

2
(1 −

i5) /∈ Q in the triangular form of the Gröbner basis and solving for x, we get

x = 1
2
(5 ± √

11− 40i). Substituting y = 2, on the other hand gives solution

x = 2, 3. This shows that polynomials f1 and f2 follow Conjecture 1.

Conjecture 1 is not true in general for all polynomial system. We see this with

following example.

Example 5. Let f1, f2 ∈ Q[x, y] be

f1 = x2y2 − 19 = 0

f2 = y2 − 19 = 0. (3.7)

System in (3.7) has a zero-dimensional ideal. Its Gröbner basis is {y2−19, x2−1}.
Substituting y =

√
19 in f1, we get rational value of x. This shows that Conjecture

1 is not true in general.

Example 6. Now suppose we have a system

f1 = x2 − 3z2 = 0

f2 = y − 2z = 0

f3 = z3 − 3 = 0 (3.8)

over Q. It is clear that f3 is irreducible over Q. Moreover x and y in f1 and f2

can respectively be written in the form of z.

x2 = 3z2 = g1(z)

y = 2z = g2(z) (3.9)

Note that degrees of g1 and g2 are non-zero and less than the degree of f3. Irre-

ducibility of f3 ensures irreducibility of g1 and g2 over Q.

From Example 6 it is clear that if a Gröbner basis of the polynomial system(GS
in our case) can be brought in the form similar to that of (3.9), then we can show
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that a limited version of Conjecture 1 is true. Following is generalization of the

Example 6.

Proposition 2. Consider a system of polynomial equations over a field F of the

form:

x1 − h1(xn) = 0

x2 − h2(xn) = 0

...

xn−1 − hn−1(xn) = 0

hn(xn) = 0. (3.10)

If hn is irreducible over F with 0 < deg hi < deg hn, 1 ≤ i < n, then, if

(α1, α2, . . . , αn) is a solution, αi /∈ F for all i ∈ {1, 2, . . . , n}.

Proof. We know that degree of hn ≥ 2. Let αn /∈ F be the root of hn, then hn is

a minimal polynomial for αn. Now, suppose αi ∈ F for some i ∈ {1, . . . , n − 1}.
Applying division algorithm to hn and g(xn) = αi − hi(xn) ∈ F[xn], we get

hn(xn) = g(xn)q(xn) + r(xn), where either r(xn) = 0 or deg r(xn) < deg g(xn) =

deg hi(xn) < deg hn(xn). Substituting xn = αn, we get r(xn) = 0 which con-

tradicts minimality of hn, unless r = 0. But if r = 0, then hn(xn) = g(xn)q(xn),

contradicting irreducibility of hn.

Consider the statement: if deg gi < deg gn and gi is irreducible in the system of

form (3.10) then gn is irreducible. The statement can be shown to be incorrect

with the following example. Let x − (y2 + 1) = 0, (y2 + 1)(y2 − 2) = 0. The

polynomial y2 + 1 is irreducible over Q, but y4 − y2 − 2 is not, i.e., statement of

the Proposition 2 can not be tightened further. If a polynomial system follows

the form(shape) in (3.10), it follows Conjecture 1. The converse is not necessarily

true. This makes Proposition 2 only a sufficient condition for Conjecture 1.

The property of the polynomial system in Proposition 2 means that for Conjecture

1 to be true we must bring GS into form (3.10) and further show that 0 < deg gi <

deg gn, 1 ≤ i < n.
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3.2.2 Membership Lemma

A Gröbner basis with zero-dimensional ideal I satisfies the form (3.10) under the

following conditions.

Theorem 3.2.3 (Shape Lemma). [35] Let I be a zero-dimensional ideal in F[x1, . . . , xn]

which is in general position with respect to x1, i.e. the projection of VK(I) onto the

1-st coordinate is injective. Then
√I has a lexicographic reduced Gröbner basis

with respect to xn ≺ . . . ≺ x1 of the form:

√
I = 〈gn(xn), xn−1 − gn−1(xn), . . . , x2 − g2(xn), x1 − g1(xn)〉

where gn is a square-free polynomial and the degree of every gi doesn’t exceed degree

d of gn. Here K denotes algebraic closure of F.

In other words to obtain form (3.10), we need to construct radical of ideal I of

GS, and further show that it is in general position. In case this can be done, we

get the following:

Proposition 3. (Membership Lemma) If the polynomial ideal I of the game sys-

tem GS is zero- dimensional, radical and in general position, then for deciding

membership to the class of games exactly one irreducible univariate polynomial in

the Gröbner basis of the GS is sufficient.

Proof. Result follows from Theorem 3.2.3.

Worst case computational complexity of the Algorithm 3.1.1 is O(K+ · 22K
+

). In

the light of Proposition 3, the for loop in the Algorithm 3.1.1 must run exactly

once, consequently the complexity of the Algorithm 3.1.1 is reduced by the factor

of K+, making it O(22K
+

).

We already know that the ideal I of the game system GS that we consider is

zero-dimensional. From Theorem 3.2.3 it is clear that
√I of I can be converted

to the form (3.10). This means that we must show that I is radical and is in

general position. Consider the following example.
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Example 7.

x2 − y = 0

y − 4 = 0 (3.11)

and

x2 − y + 1 = 0

y − 1 = 0 (3.12)

Observe that the system (3.11) has solutions (2, 4) and (−2, 4), and the system

(3.12) has solution (0, 1). Further, it is impossible to convert systems (3.11) and

(3.12) so that they conform to (3.10) such that x− f(y) generate the roots 2 and

-2 for (3.11) and the root 0 with multiplicity 2 for (3.12).

The example above shows the necessity of general position condition.

3.2.4 Radical Ideal: Some Assumed Results

Next we consider various conditions under which the ideal I is radical.

Elimination Ideal Approach This approach first constructs
√I and further

compares it with I to establish I =
√I.

Theorem 3.2.5. (SEIDENBERG LEMMA) [56] Let I ⊂ F[x1, . . . , xn] (with F a

perfect field) be a zero-dimensional ideal and I ∩F[xi] = 〈gi〉, for i = 1, . . . , n. Let

fi =
√

g
i
= gi

gcd(gi,g′i)
the square free part of gi. Then

√
I = 〈I, f1, . . . , fn〉.

An alternate and very useful statement of Seidenberg’s Lemma from [52] is:

Theorem 3.2.6. Let F be a field , let P = F[x1, . . . , xn], and let I ⊆ P be a

zero-dimensional ideal. Suppose that, for every i ∈ {1, 2, . . . , n}, there exists a

non-zero polynomial gi ∈ I ∩ F[xi] such that gcd(gi, g
′
i) = 1. Then I is a radical

ideal.
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Both, Theorems 3.2.5 and 3.2.6 are constructive in nature. Theorem 3.2.5 uti-

lizes a mechanism to verify I =
√I, while Theorem 3.2.6 does not need any such

further verification after the construction. Theorem 3.2.6 is more practical. For

computing generator of elimination ideal, [16](p.41) suggests univpoly command

of Groebner package in Maple software.

Next, consider another approach from [83] (Theorem 2.2, p. 14).

Theorem 3.2.7. A zero-dimensional ideal is radical if and only if the ith-elimination

ideals I ∩Q[xi] are radical, i ∈ {1, . . . , n}.

Theorem 3.2.7 is essentially the same as Theorem 3.2.6. The ith elimination ideal

is I ∩ Q[xi] = 〈gi〉 and
√

gi = fi = gi

gcd(gi,g′i)
. And when gcd(gi, g

′
i) = 1 the ideal

I becomes radical. All the three approaches require computation of elimination

ideal for all the indeterminate variables. Complexity of computing radical of an

ideal is doubly exponential [56].

Variety Evaluation Approach There are two more approaches for determin-

ing whether the polynomial ideal I is radical. These methods directly work on

the GS and do not require computation of an elimination ideal or a Gröbner basis.

The first approach uses the vanishing ideal for constructing a radical ideal. Hilbert’s

(strong) Nullstalensatz says that a vanishing ideal IV of a variety set V over an

algebraically closed field K is radical, i.e., I(V(I)) is radical. Considering this we

can do the following: first compute solution set (variety) V(I) of the ideal I of the

GS and then compute vanishing ideal IV of V(I). Ideal IV is radical by Hilbert’s

Nullstalensatz.

The other approach is as follows:

Theorem 3.2.8. [53] Let f1, . . . , fn ∈ F[x] with F ∈ {R,Q} and x ∈ Cn. Then

ideal I = 〈f1, . . . , fn〉 is zero-dimensional and radical if for all x ∈ V(I), it holds

that

det(∂(f1(x), . . . , fn(x))) 6= 0,
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where the determinant is that of a Jacobian matrix evaluated at every solution

point of the polynomial system.

Methods of Hilbert’s Nullstalensatz and Theorem 3.2.8 require computation of

solution of the system of polynomial equations, and are not practical for our re-

quirements.

Example 8. The game in Table 3.4 has 3 players and each player has two strate-

gies. The game is originally defined in Nau et al.[70] and is known to have all

irrational equilibria.

A B
a 3, 0, 2 0, 2, 0

1 b 0, 1, 0 1, 0, 0
2 a 1, 0, 0 0, 1, 0

b 0, 3, 0 2, 0, 3

Table 3.4: Payoff table of a 3-player 2-strategy game. Player 1 and 2’s strategies
are indicated by a, b and A, B respectively. Player 3’s strategies are 1 and 2.

We denote first strategies of each player by x, y, z respectively. Then the proba-

bility of choosing second strategy is 1 − x, 1 − y and 1 − z. After characterizing

Nash equilibria of the game as solutions of a GS of the form (2.7) we get:

(−1 + x)x(−1 + y + z + yz) = 0

−(−1 + x)x(−1 + y + z + yz) = 0

(−1 + y)y(3 + x(−2 + z)− 4z) = 0

−(−1 + y)y(3 + x(−2 + z)− 4z) = 0

−(3 + x(−3 + y)− 3y)(−1 + z)z = 0

(3 + x(−3 + y)− 3y)(−1 + z)z = 0.

(3.13)

Applying Buchberger’s algorithm with lexicographical order z ≺ x ≺ y, we com-
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pute a Gröbner basis as follows:

{3y − 11y2 + 7y3 + y4, 2y − y2 − y3 − 5yz + 5y2z, 4y − 5xy − 5y2 + 5xy2 + y3,

2y − y2 − y3 + 25z − 25xz − 25yz − 25z2 + 25xz2 + 25yz2,

25x− 25x2 − 4y − 25xy + 25x2y + 5y2 − y3 − 25xz + 25x2z}. (3.14)

The polynomial f = y4 + 7y3 − 11y2 + 3y = 0 has factors 0, 1, y2 + 8y − 3 over

Q. Substituting rational roots in the triangular form (3.14) we get (0, 0, 0) and

(1, 1, 1) as two solutions of the GS. To verify these solutions for Nash equilibrium

we compute payoff of each player at both their pure strategies:

Probability and Payoff at
Strategy 1 Strategy 2

Player 1 0,1 1,2
Player 2 0,3 1,0
Player 3 0,0 1,3

Table 3.5: Strategy payoff table of the game given in Table 3.4. Entry in each cell
indicates a probability that the player assigns to his strategy and payoff received
for the respective assignment.

Table 3.5 indicates that for Players 2 and 3 their respective payoffs do not max-

imize for the given choice of strategies. Thus the solution tuple (0,0,0) does not

constitute a Nash equilibrium of the game. Similarly, it can verified that the tuple

(1,1,1) also does not constitute a Nash equilibrium of the game. What remains

are the irreducible factors over Q. This ensures that the game is a member to the

class of IPIE games.

Observe that the ideal of the GS in (3.13) follows Proposition 3.2.2 and so it is

sufficient to verify irreducibility of the polynomial in indeterminate y for deciding

the membership of the game given in Table 3.4.

As the above discussion and examples indicated, while we have not been able

to prove Conjecture 1, it is feasible to establish stronger conditions under which

the conclusion would still hold. These conditions can be verified for specific ex-

amples, significantly improving the working complexity of our main Membership
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Algorithm.

3.3 Discussion

In this chapter we presented an algorithm for deciding membership to the classes

of games that we defined in Chapter 2. In the chapters to follow, we present

algorithms for computing all Nash equilibria of the member games.

It is important to note that, the method for deciding membership does not as-

sume that the Galois groups are known. Also, for deciding the membership, the

algorithm 3.1.1 does not need to compute all the solutions of the GS.

Proposition 3 is particularly important not only to the problem of deciding mem-

bership to the classes of games. In next chapter, we shall discuss its importance

in problem of computing all equilibria of the classes of games. Moreover, the

discussion also suggests a link between the problem of deciding membership and

computing equilibria for the class of IPIE and RPIE games.

In this chapter, we presented an important property, Proposition 3, for the ideal

of the game system. The property throws more light on the structure of the game

system. It would be interesting to see some weaker form of Conjecture 1 to be

true for the GS of any finite normal form game.

Consider an alternate to the algebraic study above, the study of the Membership

algorithm under perturbation. We perturb a member RPIE(IPIE) game with in-

dependent and identically distributed random number ρ. If the perturbation gen-

erates a member game with probability p, then we can consider analyse smoothed

complexity of the Algorithms 3.1.1[12]. This complexity analysis provides average

running time on the standard inputs.
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Chapter 4

Rational Payoff Irrational

Equilibria Games

In the previous chapter we presented an algorithm for deciding membership of

the classes of games of interest to us. Once it is known that an input game is a

member, we proceed to the problem of computing its equilibria. In this chapter

we primarily focus on RPIE games and present an algorithm to compute all their

equilibria. The correctness of the algorithm and other related results are proved. A

detailed example is presented to show the working of the algorithm. We conclude

this chapter with a discussion of the complexity of the given algorithm and related

issues.

4.1 Underlying Model

RPIE games, by Definition 2.1.4, have totally mixed Nash equilibria. For this

reason, we characterize an input RPIE game via a GS of the form (2.7). Our

algorithm for computing all equilibria of the class of RPIE games makes use of

Galois groups. The GS of any RPIE game generates field extensions of Q. Due to

this, all the Galois groups in this chapter satisfy Definition 2.3.4.
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4.2 Equilibria of RPIE Games

Before formally presenting our algorithm, we briefly discuss the approach and the

underlying assumptions. We assume that we have an RPIE game T . As described

in Section 2.2, we can derive a system of polynomial equations GS whose solutions

include all Nash equilibria of the game T . However, some of the solutions of the GS
need not be Nash equilibria; our algorithm rejects these unwanted solutions using

different mechanisms. From Bernstein’s Theorem [4] we have an upper bound on

the number of solutions a polynomial system can have. Bounds on the number of

equilibria have been given in [63, 64]. These bounds constrain the number of so-

lutions to be computed and the number of non-equilibrium solutions to be rejected.

In the initial phase of our method, Buchberger’s algorithm is invoked to derive a

univariate polynomial in the Gröbner basis of the GS. 12 Since the game is RPIE,

Nash’s theorem [68] guarantees that the univariate polynomial has at least one

irrational root. A root of the univariate polynomial is computed and substituted

in the triangular form of a Gröbner basis to find a univariate polynomial in some

other indeterminate variable. We repeat this procedure at most K+ − n times,

and at the end have an irrational solution of the GS, a sample solution.

We denote the Galois group of the irreducible part of a univariate polynomials gi

in the Gröbner basis of GS by Gi, i ∈ {1, . . . ,K+}. By assumption Gi’s are known.

In the next phase, we apply the transitive Galois group action corresponding to

each indeterminate variable and determine all irrational solutions of the GS, from

the orbits of the group action.

The final phase consists of testing all the irrational solutions and rejecting the

non-equilibrium solutions. For this we invoke the Nash equilibrium verification

algorithm in [30]. An outline of the entire algorithm is presented below:

1For further details of Buchberger’s Algorithm see Section A.2 of Appendix A.
2 Recall that the GS has finitely many solutions over the complex number field. This finite

variety of the GS (or equivalently zero-dimensional ideal I of the GS) guarantees a univariate
polynomial in its Gröbner basis [8].
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Algorithm 4.2.1 Computing All Nash Equilibria of an RPIE game.
Input: An RPIE game, Galois groups.
Output: All equilibria of the input RPIE game in set X.

1: β = (β1, β2, . . . , βK+). {Initialize an empty tuple to store a sample solution of
the GS}.

2: Construct the GS of the input game.
3: Call Algorithm 4.2.2 with GS for computing a sample equilibrium of the input

RPIE game.
4: Call the Galois group action Algorithm 4.2.3 with the sample solution tuple

saved in β.
5: Save output of the Algorithm 4.2.3 in X.
6: Reject non-equilibrium solutions of the GS from X using verification algorithm

in [30] or criteria (2.6) and (2.2).

Algorithm 4.2.2 Computation of a sample solution with Gröbner basis.
Input: GS of the input game.
Output: A sample solution β = (β1, β2, . . . , βK+) of the input game.

1: With Buchberger’s Algorithm on GS, compute triangular form of Gröbner
basis.

2: while one sample solution β of the GS is not constructed do
3: Compute a root α of univariate polynomial – of some indeterminate variable

xi – generated in Step 3.
4: if α ∈ Q then
5: Reject α and go to Step 3.
6: else
7: Save α in β at location βi.
8: end if
9: Substitute the root βi in β into GS and compute a new triangular form with

one less indeterminate variable.
10: end while

Following algorithm computes group action by transitive Galois groups. The ac-

tion is computed for each indeterminate variable xi by considering it over each

coordinate root in the tuple β. The action generates Galois-conjugates of the

roots that are further saved in as solution tuples in the set X.
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Algorithm 4.2.3 Computing orbit of a Galois Group Action.
Input: A sample solution β of the GS, Galois groups.
Output: All the conjugate solutions of the input sample solution in set X.

1: Initialize the processed-elements list X and unprocessed-elements list U as
X = U = {β}.

2: while U is not empty do
3: Let u = (u1, u2, . . . , uK+) be the first element of U . Delete u from U .
4: for each i and j, gi

j in Galois group Gi and ui ∈ u. do

5: Compute the transitive Galois group action u
gi

j

i .

6: β′ = (u
g1

j

1 , u
g2

j

2 , . . . , u
gK

+

j

K+ ).
7: if β′ /∈ X then
8: X = X ∪ {β′} and U = U ∪ {β′}.
9: end if

10: end for
11: end while

Traditional approach, given in [21], for computing solutions of system of polyno-

mial equations using Gröbner basis calls the Buchberger’s algorithm for computing

a triangular form. The triangular form provides a univariate polynomial in one

indeterminate variable. Each root of the univariate polynomial is then substituted

back in the triangular form to compute corresponding solution tuple; the oper-

ation requires multiple substitutions and factorizations. Algorithm 4.2.1, on the

other hand, invokes Buchberger’s algorithm exactly once. The Algorithm 4.2.2

computes a sample solution tuple corresponding to the first irrational root of the

univariate polynomial. Rest of the solutions are then generated by polynomial

time group action, requiring no further substitutions and factorizations.

It is important to note that due to Theorem 2.1.3 and the fact that the input game

has all irrational equilibria, we are guaranteed to get one solution of the GS in β

and so the Algorithm 4.2.1 reaches Step 4, every time. It then calls the Algorithm

4.2.3 for computing polynomial time Galois group action over available sample

solution in the β. In the Algorithm 4.2.3 all other conjugate roots are computed

with their known Galois groups Gi.

Moreover, finite group action on finite variety guarantees that the Algorithm 4.2.3
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reaches Step 11. At the end of Step 11, Algorithm 4.2.3 generates solutions of

polynomial system GS in X, all of which may not be Nash equilibria. We use

polynomial time algorithm, suggested in [30], to reject the non-equilibrium solu-

tions.

Note that a rational root forces its univariate polynomial to factorize over the

field Q. For assuming known Galois group we ignore the linear factor correspond-

ing to each rational root and consider only the irreducible part of the univariate

polynomial. We assume that the Galois groups of these irreducible parts are com-

pletely known. It also follows from Theorem 2.3.7 that the known Galois groups

act transitively on the roots.

4.2.1 Rational Number Check

Details of the condition in Step 4, of Algorithm 4.2.2, for deciding α ∈ Q are as

follows.

Since numbers are stored in computer memory with finite precision, it is a non-

trivial task to determine whether a stored number is rational or irrational. The

approach that we have adopted for the problem is as follows.

As a first step, a suitable numerical algorithm (polynomial time root approxima-

tion methods), is used to compute an approximate root of the univariate poly-

nomial. Given the approximate root, the degree of the univariate polynomial

and its height(defined as the Euclidean length of coefficients of the polynomial),

it is possible to construct the minimal polynomial for a root. Finally, checking

the irreducibility of the minimal polynomial resolves the problem. The minimal

polynomial is constructed using the Kannan Lovasz Lenstra(KLL) algorithm [44].

The irreducibility check can be performed using univariate polynomial factoriza-

tion algorithm over the field of rational numbers [31]. For further details of the

KLL algorithm, see Section A.3.

Algorithm 4.2.2 computes a sample solution of the GS. Various approaches for
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computing a sample equilibrium of a game are discussed in [62]. Our approach

which makes use of a suitable Gröbner basis of the GS, though not new, is devel-

oped independently. Our approach, given in Algorithm 4.2.2, differs from other

approaches based on the Gröbner basis in that it focuses on irrational solution

tuples of the GS and ignores its rational solutions.

Algorithm 4.2.1 deploys a method for computing solutions of a system of polyno-

mial equations without having to factorize the system every time.

4.2.2 Results

Algorithm 4.2.1 computes all equilibria of RPIE games with n ≥ 3 players. We

initially show why it does not apply to games with n = 2 players.

Proposition 4. A bimatrix game with all rational payoff values has all rational

equilibria.

Proof. The GS of a bimatrix game is a system of linear equations [57]. Hence, if

all the game payoff values are defined over field F, then all of its solutions can be

found in the field F.

Following is an immediate corollary to the result above.

Corollary 1. The class of RPIE games is empty for n = 2 players.

Proof. Follows from Definition 2.3.5 and Proposition 4.

The main result of this section is Proposition 5, which proves the correctness of

Algorithm 4.2.1.

Proposition 5. Algorithm 4.2.1 for computing all equilibria of RPIE games works.

i.e., the output at termination consists of all irrational equilibria of the game, and

no other solutions of the GS.

Proof. An input RPIE game T with n ≥ 3 players is characterized via a GS of the

form (2.7), which is derived from the inequality on expected payoffs and payoffs

at pure strategies. Hence, the GS in general has more solutions than just the

49



4.2. Equilibria of RPIE Games

equilibria.

In the first phase, Algorithm 4.2.1 calls Algorithm 4.2.2. Algorithm 4.2.2 computes

a sample solution β by first building a Gröbner basis for the GS using Buchberger’s

algorithm. Buchberger’s algorithm terminates in a triangular form analogous to

echelon form in the linear case.

Since the game is known to be RPIE and rational solutions of the GS are rejected

by the Algorithm 4.2.2, the sample solution β must have all irrational coordinates.

Consequently, each coordinate βi of the sample solution β results in an algebraic

extension K = Q(βi) of Q with finite Galois group Gi = Gal(K/Q). Since the

group action of Gi is transitive, it generates all irrational solutions of the GS.

We know that the GS has zero-dimensional ideal. This means GS has finitely

many solutions. Group action by a finite Galois group over finite solution set

terminates. This enables Algorithm 4.2.1 to reach Step 5 every time there is an

RPIE game T as input. The algorithm generates solutions of the GS that contain

all the equilibria of the game T .

Finally, Algorithm 4.2.1 rejects solutions of the GS which are not Nash equilibria.

Since the set of Nash equilibria is known to be non-empty, set X contains all and

only the Nash equilibrium solutions of the RPIE game T .

Note that, Buchberger’s algorithm in first phase of the Algorithm 4.2.2 could be

replaced by a numerical method to compute a sample equilibrium.

Recall that in Chapter 1 we mentioned the issue of storing irrational equilibria in

computer memory, which has been addressed by Lipton and Markakis [60]. The

following result shows that the issue can be resolved for a subclass of RPIE games.

Proposition 6. If univariate polynomials in the Gröbner basis of an RPIE game

have solvable Galois groups, then Algorithm 4.2.1 computes Nash equilibria of the

game in closed form.
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Proof. It is a standard result that a polynomial with solvable Galois group is

solvable by radicals. If each univariate polynomial in the Gröbner basis of an

RPIE game has solvable Galois group,3 then the roots of this set of polynomials

can be computed using radicals. This gives all solutions in closed form, which

contains set of Nash equilibria of the game.

It is known that all abelian groups, groups of order < 60, groups of odd order

(Feit-Thompson Theorem) and groups of order paqb, where p and q are prime,

are solvable. Moreover, some non-abelian groups are also be solvable [74]. This

suggests that Proposition 6 is applicable to a substantial number of games. The

equilibria of games with non-solvable Galois groups can be obtained in algebraic

form by first computing equilibrium solutions numerically, and then constructing

the minimal polynomials of each of the numerical values with the algorithm in [44].

Recall that in Section 3.2.4, of Chapter 3, we mentioned the importance of Propo-

sition 3 for the problem of computing equilibria. In step 9 of Algorithm 4.2.2

we substitute an irrational root βi in the triangular form of the Gröbner basis

of the GS. If the substitution produces a solution tuple β with mixed coordi-

nates(rational and irrational roots), then we must ignore it. In case Conjecture 1

in Chapter 3 is true for the GS of the input RPIE game, then such rejection and

re-computation of solution tuples can be avoided to increase over all efficiency of

the Algorithm 4.2.1.

4.3 Computational Complexity

Constructing of the GS (Step 2 of Algorithm 4.2.1) is polynomial time in the size

of the input payoff matrix, i.e. polynomial time in K∗.

A Gröbner basis can be computed in doubly exponential time in the size of K+.

A Gröbner basis contains polynomials in triangular form and we are interested in

the equilibria points with irrational values. An advantage of the triangular form is

3It can be verified whether a given polynomial has solvable Galois group or not using the
polynomial time Landau-Miller test[55] .
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that at every stage of the substitution unwanted solutions can be filtered out. The

efficiency of Algorithm 4.2.1 could be significantly improved by replacing Buch-

berger’s algorithm with a more efficient method for computing a sample solution.

For further details of computational complexity of finding Gröbner basis, refer

Burgisser and Lotz [9].

We are not considering the issue of computing the Galois groups in this work,

i.e. we consider that the Galois groups are known. But to make the discussion

complete, we give below the complexity of computing the Galois group of a given

polynomial. Computation of a Galois group requires polynomial time in the de-

gree of the input polynomial and the order of its Galois group. If f(x) is of degree

d then its Galois group can have at most d! elements and so in worst case the

computation takes exponential time. This is at present best-known upper bound

due to Landau [54]. Lenstra [59] surveys results relating to the complexity of

computing Galois groups and other related problems.

Once a Galois group G is known, we must find the Galois orbit Gβi of every known

root βi of every indeterminate variable in the GS. An orbit construction takes

polynomial time with the algorithm suggested by Luks [61]. In the worst case,

the algorithm requires action of each of the Galois group generator g′ ∈ G′ ⊆ G

to each element of the set of roots. This gives worst case time O(|G′| · |X|). If

a univariate polynomial has n roots, then |G′| is linear in n [54, 59], while |X|
is polynomial in n. Finally, the verification of a Nash equilibrium solution is a

polynomial time operation in the size of total number of strategies K+.

The algorithm for computing Nash equilibria via the Gröbner basis, given in [21],

substitutes all the roots in the triangular form and solves univariate polynomial

for each substitution. If the Galois group is known for the polynomials, then

our approach computes solutions with relatively simple and efficient group action.

Our algorithm exploits information available in a sample solution, and performs

better than algorithm which uses only Gröbner basis. If each univariate in the

Gröbner basis of the GS has di distinct roots (i ∈ {1, . . . ,K+}), then the method

for computing Nash equilibria in [21] takes Πidi substitutions and factorizations.
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On the other hand, in our approach, after computing a sample solution, no further

substitution or factorization is required.

4.4 Equilibria Computation of an RPIE Game:

An Example

In this section, we show working of Algorithm 4.2.1 with an example of 3 players

2 strategy RPIE game. With the Membership Algorithm 3.1.1, given in Chapter

3, we verify that the game, given in Table 4.1 is an RPIE game.

A B
a 6, -1, 4 0, 9, 0
b 0, 3/2, 0 2, 0, 0

1

A B
a 2, 0, 0 0, 9/2, 0
b 0, 27/2, 0 4, 0, 6

2

Table 4.1: Payoff table of a 3-player 2-strategy RPIE game. Player 1 and 2’s
strategies are indicated by a, b and A, B respectively. Player 3’s strategies are 1
and 2. Entry in each cell of the payoff table indicates player 1, 2 and 3’s payoff
for their respective strategies.

We let x = x1
1, y = x1

2, z = x1
3 be the first strategy of players 1, 2 and 3 respectively.

The probability that players will choose their second strategy is 1 − x, 1 − y and

1− z respectively. The GS for the game is as follows:

2(−1 + x)(−1 + y + z + yz) = 0

2x(−1 + y + z + yz) = 0

−2(−1 + y)(3 + x(−3 + z)− 3z) = 0

−2y(3 + x(−3 + z)− 3z) = 0
1

2
(9− 36y + x(9 + 13y))(−1 + z) = 0

1

2
(9− 36y + x(9 + 13y))z = 0. (4.1)

Next, we apply Buchberger’s algorithm with lexicographical order x ≺ y ≺ z. The

Gröbner basis is:

{−27 + 27x + 5x2,−18− 5x + 33y,−15 + 10x + 33z
}

. (4.2)
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4.5. Discussion

The univariate polynomial f = −27 + 27x + 5x2 has x = 3
10

(−9 ± √141) as its

two roots. Hence, f is irreducible over Q and has Galois group ({id,conjugate})
isomorphic to Z2.

Substituting x = 3
10

(−9−√141) in the triangular form (4.2) of the Gröbner basis

and solving for univariate polynomials in y and z we get: y = 1
22

(3 −√141); z =
1
11

(14+
√

141), a sample solution. The Galois groups of the irreducible polynomials

of the GS are known a priori (isomorphic to Z2 for each variable x, y, z over Q).

All the remaining solutions can be obtained by computing Galois-orbits of the

sample solution. The Galois orbits are as follows:

Gx = { 3

10
(−9−

√
141),

3

10
(−9 +

√
141)}

Gy = { 1

22
(3−

√
141),

1

22
(3 +

√
141)}

Gz = { 1

11
(14 +

√
141),

1

11
(14−

√
141)}. (4.3)

In this example, it is sufficient to apply the criteria (2.6) and (2.2) for deciding

whether a solution tuple is also an equilibrium solution.4 Accepting values between

0 and 1, we get x = 3
10

(−9 +
√

141); y = 1
22

(3 +
√

141); z = 1
11

(14 − √
141), as

the unique Nash equilibrium of the RPIE game depicted in Table 4.1. Note that

the Galois group for the GS is solvable, and so, all the equilibria computed are in

closed form.

4.5 Discussion

In this chapter we presented an algorithm for computing all equilibria for the class

of RPIE games which uses Buchberger’s algorithm and Galois group action. Our

computational complexity analysis suggests that most of the time is consumed

in computing a sample solution. In the next chapter we address this issue and

present a major modification in the method for computing a sample solution. We

also discuss the issue: can we generalize the algebra presented in this chapter to

consider other classes of games ?

4For larger systems, the Nash equilibrium verification algorithm [30] comes handy.
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Chapter 5

Integer Payoff Irrational

Equilibria Games

In this chapter, we present a method for computing all the Nash equilibria of an

IPIE game. i.e., a game with integer payoffs and irrational equilibria. It differers

from the method presented in previous chapter in two significant ways. Firstly,

the polynomial algebra and Galois theory required earlier were over the field of

rationals. In this chapter, we need to work with the generalized theory of ring

extensions and Galois theory over rings. Secondly, instead of using Buchberger’s

algorithm for identifying a sample solution, we use a numerical algorithm. We

also discuss certain properties of the class of IPIE games. We conclude with an

example and complexity analysis of the method.

5.1 Underlying Model

We again work with the game system GS of the form (2.7) as we did with RPIE

games. Note that the coefficients of the GS now come from the ring of integers

Z. The solutions of the GS induce ring extensions rather then field extensions.

Following the Galois theory over rings as given in Chase et al. [10], in this chapter

we consider Galois ring extensions similar to those defined in 2.3.5. As was done in

Algorithm 4.2.1 for RPIE games, the algorithm for IPIE games rejects unwanted

solutions of the GS using suitable mechanisms.
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5.2. Equilibria of IPIE Games

5.2 Equilibria of IPIE Games

In this section, we present an algorithm for computing all Nash equilibria of IPIE

games. The algorithm has two stages: in the first stage, compute a sample so-

lution of the GS. Various methods for computing a sample solution are pre-

sented in [62]. In this work we use a version of the Multivariate Newton Raphson

Method(MVNRM). In the second stage, apply the group action of the Galois

group(s) to produce conjugate solutions of the sample solution. Finally, reject all

non-equilibrium solutions from the set of solutions to obtain all the equilibria.

Recall that Nash [69] guarantees existence of at least one mixed strategy equilib-

rium (irrational equilibrium in our case). This implies that for each indeterminate

variable, we are guaranteed to get a polynomial with an irreducible non-linear

factor over the base ring Z, since the input is an IPIE game.

Being an iterative procedure which converges to a solution, MVNRM starts with

an initial guess. The mixed strategy Nash equilibria (probability tuples) form a

subset of the set of solutions of GS. This allows choosing an initial guess of either

all 0’s or 1’s or some value between (0, 1). Appropriate choice of a solution tuple

speeds up the convergence rate of MVNRM.

Next we have to convert the approximate solution given by MVNRM to algebraic

form. Specifically, we need to confirm that the concerned exact solution has all

irrational coordinates. For this purpose, we have to use the KLL algorithm, and

consequently the stopping rule of the MVNRM iteration has to be tailored to

meet the requirements of the KLL algorithm. The KLL algorithm constructs the

minimal polynomial of an algebraic number given an approximation to a desired

precision, and hence also determines whether the algebraic number is rational or

irrational.

The precise calculations are as follows. Suppose that y = (y1, . . . , yK+) is the ex-

act solution, while yk = (yk1, . . . , ykK+) is the approximate solution generated by

MVNRM at the k-th iteration; as usual |y| indicates the Euclidean norm of the
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5.2. Equilibria of IPIE Games

tuple y.

The KLL algorithm requires O(d2
i +di log Hi) bits of an approximate root for con-

structing the minimal polynomial of xi, i = 1, . . . ,K+ where di is degree of the

minimal polynomial of xi and Hi is magnitude bound of the coefficient of the min-

imal polynomial of yi.
1 How to determine di and Hi is indicated in the following.

Let gi be the univariate polynomial of the variable xi in the reduced Gröbner basis

of the GS, obtained with a suitable lexicographic ordering. Then, since yi is a root

of gi, the minimal polynomial of yi is a factor of gi, where

di ≤ deg gi

and Hi ≤ Mi

where Mi is the maximum magnitude of the coefficients of gi

(5.1)

Further degree of gi is bounded by number of solutions of the GS for which Bern-

stein [4] provides an upper bound.

Proposition 7. The MVNRM stage of the algorithm must be iterated until the

number of zero bits in the binary representation of |yk+1− yk| is bounded above by

O(d2 + d log H), where d = max di and H = max Hi, i = 1, 2 . . . ,K+.

Proof. If number of zero bits representing |yk+1− yk| is bounded above by O(d2 +

d log H), then clearly, O(d2 + d log H) bits of yi in y are available, since

|yi − yki| ≤ |y − yk|
≤ K|yk+1 − yk|, (5.2)

where K is a constant that depends on the rate of convergence of MVNRM (which

is quadratic).

1From Theorem 1.11 of [44] it is clear that we require |y − yk| ≤ 2−(d2
i +3di+4di log2 Hi) for

computing a minimal polynomial. A recent result [75] show a tighter bound on the required
precision. A function for computing minimal polynomial of an approximate algebraic number is
available in Maple and Mathematica softwares.
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5.2. Equilibria of IPIE Games

At the end of the first stage, the algorithm generates a sample solution of the GS.

With the sample solution available (either in algebraic form or in numerical form),

in the next stage of the algorithm, we apply group action by Galois groups G. This

stage does not differ from the corresponding stage of Algorithm 4.2.1 and so we

make use of the Algorithm 4.2.3, presented in Chapter 4. For IPIE games, the

Galois groups are associated with ring extensions over Z, and they generate con-

jugate solutions of the sample solution of the GS. The group action is transitive

and produces a single orbit for each indeterminate variable. Using all the orbits

we can determine all the irrational solutions of the GS.

Recall that all the solutions of the GS need not be Nash equilibria. For rejecting

unwanted non-equilibrium solutions, we apply the Nash equilibrium verification

algorithm.

Algorithm 5.2.1 Computing All Nash Equilibria of an IPIE game.
Input: An IPIE game, Galois groups.
Output: All equilibria of the input IPIE game in set X.

1: β = (β1, β2, . . . , βK+). {Initialize an empty tuple to store a sample solution of
the GS}.

2: Construct the GS of the input game.
3: Call Algorithm 5.2.2 with GS, d and H for computing a sample equilibrium

of the input IPIE game.{d and H can be obtained from inequalities in (5.1).}
4: Call the Galois group action algorithm 4.2.3 with the sample solution tuple

saved in β.
5: Save output of the Algorithm 4.2.3 in X.
6: Reject non-equilibrium solutions of the GS from X using verification algorithm

in [30] or criteria (2.6) and (2.2).
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5.2. Equilibria of IPIE Games

Algorithm 5.2.2 Computation of a sample solution with MVNRM.
Input: GS of the input game, d, H.
Output: A sample solution β = (β1, β2, . . . , βK+) of the input game.

1: while one sample solution of the GS is not constructed do
2: Apply MVNRM with a starting solution K+-tuple u0 = (0, 0, . . . , 0).
3: while inequality in Proposition 7 holds true. do
4: Compute approximate solution uk = (uk1, uk2, . . . , ukK+) of GS.
5: end while
6: Apply KLL Algorithm on each uki and compute its minimal polynomial fi.
7: if fi has linear factor (xi − αi) over Q then
8: Obtain a new polynomial system GS ′ after factoring out (xi − αi) from

GS and go to Step 2 with new GS ′
9: else

10: Save the solution tuple in β and return.
11: end if
12: end while

The following result presents details of Step 8 in the Algorithm 5.2.2.

Proposition 8. After the factorization of linear factor in Step 8 of Algorithm

5.2.2, the new polynomial system GS ′ retains subset of solutions of the GS which

has equilibrium solutions with all irrational coordinates.

Proof. Let GS = {fi(x1, . . . , xK+) ∈ Z[x1, . . . , xK+ ] | i ∈ {1, . . . ,K+}}. Let the

variety V of the GS be {a1, . . . , am}. For some at = (αt1, . . . , αti, . . . , αtK+) ∈ V
and αti ∈ Q.

We are interested in irrational roots only and so we must find a way to factor

pi = (xi − αti) from GS. We perform the required factorization in following ways.

Construct I = 〈f1, . . . , fK+〉, then our aim is to compute quotient I : 〈pi〉. The

operation requires computation of a Gröbner basis {h1, . . . , hk} of I ∩ 〈pi〉; then

GS ′ = {h1

pi
, . . . , hk

pi
}.

Alternatively, compute a Gröbner basis, with a suitable lexicographic order, such

that we get a univariate polynomial gk(xi). Then we follow the usual univariate

polynomial factorization g′k = gk(xi)
pi

and replace gk by g′k in the Gröbner basis to
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5.2. Equilibria of IPIE Games

consider new system of equations.

If I and J are any ideals, then computing intersection of ideals does the following

to their variety (Ref. Th. 15, Ch. 4, [16])

V(I ∩ J ) = V(I) ∪ V(J ).

In other words the variety of I ∩ 〈pi〉 remains unchanged. Gröbner basis com-

putation does not change V . The only factorization operation is that of pi that

eliminates xi − αti = 0 and so the ideal of the new system has a variety that is

a subset of the original V . Factorization of solution tuples with αti which include

other irrational/rational coordinates are not affecting the desired set of solutions

of the GS that has solutions with all irrational coordinates.

The procedure of factoring out a root from I of GS must be repeated for all

αti ∈ Q. Due to existence of a mixed Nash equilibrium and the fact that all equi-

libria are irrational for the input game, we are guaranteed to get one solution of

GS in β and so Algorithm 5.2.2 reaches Step 12 every time. Due to the finiteness

of the group and the variety on which it acts, as discussed in Chapter 4, the Al-

gorithm 4.2.3 terminates and so does the Algorithm 5.2.1.

Note that the above method also computes solutions to a system of polynomial

equation using its sample solution and its Galois group. After the computation

of a sample solution, all other solutions computed are without factorization of the

system of polynomial equations.

5.2.1 Some Properties of IPIE Games

From an algorithmic point of view, the main difference between Algorithm 4.2.1

and 5.2.1 is related to the computation of the sample solution. Algorithm 4.2.2 is a

purely algebraic approach relying essentially on Buchberger’s Algorithm, whereas

Algorithm 5.2.2 uses a numerical technique (MVNRM).

Apart from this, differences arise because the algebraic setting for Algorithm 5.2.1

60



5.2. Equilibria of IPIE Games

is that of ring extensions of Z. However, because linear factors over Q are elimi-

nated in Step 7 the algorithm does not compute rational solutions, i.e., those lying

in rational extensions of Z. This is stated more precisely below.

Proposition 9. Algorithm 5.2.1 does not apply to (compute all equilibria of) the

case of a game with integral payoffs and at least one rational (Nash) equilibrium.

Proof. Let T be a game with integer payoffs and one or more rational equilibria

of the form a/b, where a, b 6= 0 ∈ Z. This forces an extension K = Z(a/b) over Z.

The group G of automorphisms of K which fix Z can be computed as follows.

Let c, d ∈ Z, for any c + (a/b)d ∈ K and for any σ 6= id ∈ G,

σ(c + (a/b)d) = σ(c) + σ(a/b)σ(d)

= c + σ(a/b)d,

and σ(a
b
· b) = a ⇒ σ(a

b
)σ(b) = a ⇒ σ(a

b
) = a/b ⇒ σ = identity.

This means, the group of automorphisms of rational extensions of the ring of

integers turns out to be a trivial identity group. And so, the group doesn’t provide

necessary information for producing conjugate solutions of the GS.

Now, in order to prove the validity of the proposed method for IPIE games, we

establish three more results, as follows:

Proposition 10. For any IPIE game, Galois groups representing its equilibrium

solutions are non-trivial.

Proof. Equilibrium solutions of any IPIE game, by definition, generate irrational

ring extensions over the ring of integers Z. Suppose, by the way of contradiction,

Galois groups for some of the irrational extensions Z(αi) are trivial. i.e., Gi =

Gal(Z(αi)/Z) = {e}. Then the minimal polynomial of each αi has all its factors

linear over Z, and hence αi ∈ Z. This is impossible for IPIE games. And so the

result follows.

The next result sets the criteria for the MVNRM to converge to a solution of a

GS.
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5.2. Equilibria of IPIE Games

Proposition 11. Let xj = (x1, x2, . . . , xK+) be a jth strategy vector with each xi

denoting a probability of players for strategy i and let f(x) = (f1(x), f2(x), . . . , fK+(x)),

for fi ∈ GS. Then MVNRM converges to a sample solution of GS if the following

condition holds: |f(x) J2(f(x))| < |J(f(x))2|.

Proof. In MVNRM, an approximation of the nth strategy tuple xn is computed

using

xn = xn−1 − f(xn−1)

Jf(xn−1)
.

If we let

φ(x) = x− f(x)

Jf(x)
(5.3)

then for overall convergence of MVNRM we need | d
dx

φ(x)| < 1. Taking the deriv-

ative of (5.3) and simplifying it, we get |f(x) J2(f(x))| < |J(f(x))2|. With this

condition, MVNRM converges to a sample solution of the GS.

With the required tools in hand, we can now show the correctness of the method

for computing all Nash equilibria of IPIE games.

Proposition 12. Algorithm 5.2.1 for computing all equilibria of IPIE games

works. i.e., the output at termination consists of all irrational equilibria of the

game, and no other solutions of the GS.

Proof. The input to the Algorithm 5.2.1 is an IPIE game T with n players. All

the Nash equilibria of this game are characterized by a polynomial system GS of

the form (2.7). The polynomial system comes from the inequalities on expected

payoffs and payoffs at pure strategies. These inequalities cause the system to have

more solutions then just equilibria.

Algorithm 5.2.2 computes a sample solution of the GS using MVNRM and saves

it in β. This is justified by the following chain of arguments: Nash [68] guarantees

that an equilibrium exists with value in (0, 1). Hence, MVNRM computes an

approximate solution to the GS within the degree of precision determined by

Proposition 7. The KLL algorithm determines whether the solution is irrational.

If not, then the corresponding rational or integer factor is factored out in Step 7

of Algorithm 5.2.2, and the process is repeated. Since the input game is IPIE,
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5.2. Equilibria of IPIE Games

eventually a sample solution is obtained. Roots in the sample solution extend the

ring of integers Z to some Galois extension K of it. The Galois correspondence

in Chase et al. [10] and irreducible polynomials of univariate polynomials in ideal

I of GS give meaningful transitive Galois groups G = Gal(K/Z) for the ring

extensions. Proposition 5 ensures that the Algorithm 5.2.1 terminates with all

equilibrium solutions of the input IPIE game.

Since Galois theory covers finite fields as well as arbitrary commutative rings [10],

it is natural to ask whether our algorithms can also be extended to these situations.

This question can be answered as follows:

Proposition 13. The algebra and algorithms for IPIE(RPIE) games cannot be

extended to work over finite fields and their extensions.

Proof. If we define a finite normal form game over some finite number field, then

the only polynomial algebra that we can consider is congruent-modulo algebra.

i.e. polynomial system of form (2.7) will be modulo some prime or prime power.

This forces the expected cost function codomain values to be restricted to the

finite number field. The payoff functions in games must provide every player a

choice over his strategies by suggesting an order between elements in the codomain,

where the function maps strategies. It is known that, finite number fields are not

ordered fields and so they fail to provide a total order amongst player strategies.

Moreover, the available order over finite fields conflict with field operations and

we cannot perform polynomial algebra. So, we cannot meaningfully define games,

and consider polynomial algebra such as suggested in the Algorithms 5.2.1 and

4.2.1 for computing Nash equilibria of such games.

Due to Proposition 6 in Chapter 4, we know that for a subclass of RPIE games all

its Nash equilibria can be computed in closed form. We now develop an analogous

result for a subclass of IPIE games.

It is known that if a polynomial defined over fields has a solvable Galois group,

then all its roots can be computed with radicals. If the result generalizes over

rings then we can generalize the solvability by radical result, i.e. for some ring S
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and a subring R the following holds:

R = Z = L0 ⊂ L1 ⊂ . . . ⊂ Ln = S, (5.4)

and ∃ αi ∈ Li+1, a natural number ni, such that Li+1 = Li(ai) and αni
i ∈ Li, then

solvability by radicals can be extended for a subclass of IPIE games. All finite

ring extensions need not be radical. With this restriction on the extension of the

ring and the definition of Galois theory over rings, we have the following result.

Proposition 14. If the ring extension associated with an IPIE game is radical,

then all the equilibria of the game can be computed in closed form.

Proof. Follows immediately from the discussion above.

Note that the numerical approach for computing a sample solution in the Algo-

rithm 5.2.2 can be used to replace the Buchberger’s Algorithm in the Chapter 4

for the class of RPIE games. The use of numerical method is not novel but inde-

pendently developed for the games that we consider. Our method in Algorithm

5.2.2 is general, except a condition in Step 7, and can be considered for other

classes of games with necessary modifications.

5.3 Computational Complexity

The characterization of equilibria as solutions to a system of polynomial equation

is a polynomial time operation in the size of input payoff matrix, where the size

of the matrix is K∗. The while loop in Algorithm 5.2.2 of Steps (1-12) runs un-

til a sample solution of the GS is computed. For i ∈ {1, . . . ,K+} and for each

indeterminate variable xi, let di denote the degree of its univariate polynomial in

I of the GS. An irrational root of some indeterminate xi will be available in at

most di factorization of its univariate polynomial. This implies that the while loop

of steps (1-12) runs for at most d = maxi di times. Average case running time

analysis of the Newton’s method – for computing approximate roots of a univari-

ate polynomial – is studied by Smale [81, 82]. A sufficient number of the steps

for the Newton’s method to obtain an approximate zero of a polynomial f , are

polynomially bounded by the degree di of the polynomial and 1/ρ, where ρ ∈ (0, 1)
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is the probability that the method fails. Kuhn’s algorithm improves efficiency by

a polynomial factor and provides global convergence. On the other hand Rene-

gar [76] studies the problem of computing approximate solutions of multivariate

system of equations using homotopy method and presents an efficient algorithm.

Note that these results on the complexity analysis assumes that the numerical

method converges.

In the Algorithm 5.2.2, number of operations for constructing a minimal polyno-

mial and checking its irreducibility over Q are bounded by a polynomial in the size

of degree d and maximum norm H of the minimal polynomial [31]. The operation

of factoring a solution tuple from multivariate polynomial system in Step 8 of the

Algorithm 5.2.2 require computation of ideal quotient, which in turn require com-

putation of Gröbner basis. Step 8 executes only when there is a rational root of

some univariate polynomial. The operation takes doubly exponential time in K+.

Keeping aside this time, with these details, we present the following complexity

bound for computing a sample solution with the Algorithm 5.2.2.

Proposition 15. Keeping aside time for operation in Step 8, Algorithm 5.2.2

runs in O(K+d(1/ρ + H + dH)).

Proof. The while loop of (1-12) runs for at most d times. Considering the com-

plexity of computing an approximate root of each univariate polynomial with

Newton-Raphson’s method, the MVNRM with Proposition 11 runs polynomial in

O(K+d·1/ρ). The KLL Algorithm runs in O(dH), requiring at most K+ repetition

in worst case. The operation of checking irreducibility of a minimal polynomial,

in worst case, is required for each indeterminate variable and for every factor of

the univariate polynomials. The irreducibility check runs in O(dH). Summing up

all these times and rearranging terms we get the result.

Computational complexity of the group action by Galois group in the Algorithm

4.2.3 is discussed in Section 4.3 of Chapter 4.
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5.4 Equilibria Computation of an IPIE Game:

An Example

We show the working of Algorithm 5.2.1 by computing all equilibria of a 3-player

2-strategy IPIE game with payoff matrix as in Table 5.1. The Algorithm 3.1.1

for deciding membership to the class of IPIE games confirms the game to be a

member to the class of IPIE games.

A B
a 3, 0, 2 0, 2, 0

1 b 0, 1, 0 1, 0, 0
2 a 1, 0, 0 0, 1, 0

b 0, 3, 0 2, 0, 3

Table 5.1: Payoff matrix of a 3-player 2-strategy IPIE game. Player 1 and 2’s
strategies are indicated by a, b and A, B respectively. Player 3’s strategies are 1
and 2. Entry in each cell of the payoff table indicates player 1, 2 and 3’s payoff
for their respective strategies.

We denote the probability of choosing first strategies of players 1, 2 and 3 by x, y

and z respectively. The probability of choosing second strategies is 1 − x, 1 − y

and 1−z respectively. First, we characterize Nash equilibria of the game, in Table

5.1, as solutions to the GS with coefficients from Z.

(−1 + x)x(−1 + y + z + yz) = 0

−(−1 + x)x(−1 + y + z + yz) = 0

(−1 + y)y(3 + x(−2 + z)− 4z) = 0

−(−1 + y)y(3 + x(−2 + z)− 4z) = 0

−(3 + x(−3 + y)− 3y)(−1 + z)z = 0

(3 + x(−3 + y)− 3y)(−1 + z)z = 0 (5.5)

With d = 2, H = 3 and the initial guess of a solution tuple consisting of all 0’s or

1’s, we apply MVNRM and compute the following solution tuple.

x := 0.7282202113; y := 0.3588989435; z := 0.4717797888 (5.6)
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The KLL algorithm over the above solution tuple produces the minimal polynomial

of each of the roots.

5x2 − 16x + 9 = 0; y2 + 8y − 3 = 0; 5z2 + 4z − 3 = 0. (5.7)

These polynomials are irreducible over Z and their Galois groups are isomorphic

to Z2.To obtain a solution tuple in closed form, we factorize the minimal polyno-

mials.2 Let one such solution be,

x =
1

5
(8 +

√
19); y = −4−

√
19; z =

1

5
(−2−

√
19). (5.8)

This is a sample solution of the GS. Next we perform Galois group action on

the sample solution. The action of generating Galois orbits for the solution (5.8)

is similar to that given in Example 4.4 of Chapter 4. Once all the solutions are

computed, we reject non-equilibria solution of the game with the polynomial time

verification algorithm [30]. This gives us the unique irrational equilibrium of the

IPIE game.

x =
1

5
(8−

√
19); y = −4 +

√
19; z =

1

5
(−2 +

√
19). (5.9)

2Clearly the Galois groups are solvable.
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5.5 Discussion

In this chapter we presented a method for computing all equilibria of an IPIE

game. The method in its first phase uses MVNRM and the KLL Algorithm.

Newton-Raphson method is an efficient method for computing a sample solution

and it does not stop in local minima [62]. This supports our choice of method.

It is particulary important to note that the traditional approaches of computing

Nash equilibria with numerical methods produced equilibrium points in approxi-

mation form. Algorithm 5.2.1 does not depend on the probability distributions.

With the convergence condition in Proposition 11 it is a deterministic method

that produces equilibrium solutions in exact form using KLL algorithm.
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Chapter 6

Construction of Games

In the previous chapters we discussed methods for computing all Nash equilibria

of RPIE and IPIE games. A natural question that follows is: is membership of

the class of RPIE(IPIE) games reasonably large?

Given a set S, approaches for constructing games with S as its equilibrium set are

presented in [65, 50, 5, 41]. For a mixed strategy tuple to be a Nash equilibrium

tuple [65] presents a necessary and sufficient condition. A similar condition for

an arbitrary tuple is presented in [50, 5]. Further generalization of the necessary

and sufficient condition for a tuple to be a unique Nash equilibrium for an n-

player game is presented in [51]. These results are concerned for a single tuple

and guarantees that with the given totally mixed tuple, there exists an n-player

game with number of strategies of players: k1, k2 . . . , kn, which follow

max
i=1,...,n

ki = ki0 ≤
∑

i6=i0

ki. (6.1)

Existence of more examples of RPIE games with unique Nash equilibrium is con-

firmed in [70]. In this chapter, our primary interest lies in construction of games

with multiple Nash equilibria that satisfy the irrationality criteria given in Defin-

itions 2.1.4 and 2.1.5.

The problem of constructing a finite normal form game with desired properties
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is an interesting and important one; it allows designing a game which is likely to

result in a desirable outcome. If we can further show that it is possible to gen-

erate such games in abundant numbers, then the importance of an algorithm for

computing all their Nash equilibria increases. The class of RPIE/IPIE games is a

particular instance of this broad problem.

Motivated by the existence result of games, in this chapter we consider various

approaches for constructing games with special properties. The underlying game

model for the problem of construction of games remains similar to that presented

in Section 2.2. In the present chapter, the solution tuples xj
i of GS given by (2.5)

or (2.7) are known and our objective will be to find unknown coefficients Ai
j1j2...jn

that define the game payoff table.

Note that, to convert an RPIE game into an IPIE game, we can scale the payoff

values of RPIE game with least common multiple of the denominators of its coef-

ficients. With this in mind, during rest of the discussion, we consider construction

of RPIE games.

6.1 Approaches

Prima facie there are two ways to construct a game: given an equilibrium set S
construct a corresponding game payoff table or, derive conditions on the payoff

values and show that under the derived conditions, game with required property

exists. In this chapter we discuss the former approach that starts with a given

equilibrium set S.

6.1.1 Explicit Construction via Polynomial Ideals

In this approach, we start with a given solution set S of GS. Recall that our

objective is to compute coefficients of the GS. As a first step, we construct a

polynomial ideal I with exactly S as its solutions. In other words, the variety

V of the I should be exactly S. A vanishing ideal of the given variety set V ,

IV = {f ∈ K[x1, x2, . . . , xn] | f(s) = 0,∀s ∈ S}, does the job. Next, we construct
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a Gröbner basis GB of IV .

Our requirement is that the equilibria solutions of the GS be S. i.e., for every

fi ∈ GS, fi must belong to IV computed above. In other words, any f ∈ GS is

as a linear combination of polynomials gj ∈ GB. If rk denote remainder polyno-

mials after the reduction of each fi by polynomials in GB, then all rk’s must be

zero. But, due to unknown coefficients of the fi ∈ GS, rk’s will be polynomials in

Ai
j1j2...jn

. Solutions of this system of remainder polynomials constitute the relations

RS between payoff values of the game with S as its equilibria solutions.

Note that, based on the elements of the S, some remainder polynomials may turn

out to be zero.1 This causes system of rk’s to have less equations than unknowns,

resulting in dependent solutions and equivalent interrelations RS between coeffi-

cients or the payoff values of the game. We illustrate the approach by following

example.

Example 9. This example shows construction of the 3 players 2 strategy finite

normal form game given in Section 5.4. It is known that the game can have at most

2 mixed strategy Nash equilibria [63]. We substitute n = 3 and k1 = k2 = k3 = 2

in equation (2.7) and form GS of the game. Bernstein’s theorem [4] gives a bound

on the number of solutions a GS can have.

Next we define the desired equilibrium solution set S for the game.

S =

{(
1

5
(8−

√
19), −4 +

√
19,

1

5
(−2 +

√
19)

)
,

(
1

5
(8 +

√
19), −4−

√
19,

1

5
(−2−

√
19)

)}
(6.2)

Note that solution with
√

19 extends Q and has minimal polynomial of degree 2.

This forces us to consider conjugate solution as one of the members of S. Also,

in this game all the 3 players have 2 strategies. In that case an element of S is

1For example substituting a solution tuple with all zeros in the GS will result in a zero
polynomial system.
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typically a 6 tuple. But, due to (2.2) we can write 6 tuple as 3 tuple.2

The IV of S is:

IV = 〈5x− 6 + 5z, 5z2 + 4z − 3, y + 2− 5z〉. (6.3)

The Gröbner basis of IV with lexicographic order x ≺ y ≺ z is {9−16x+5x2,−4+

5x + y,−6 + 5x + 5z}. We construct the remainder polynomials rk reducing fi by

the Gröbner basis. System (6.4) gives an instance of fi’s of player 1 along with

its remainder polynomials. Note that in (6.4) pijk,qijk and rijk denote payoff

values of players 1, 2 and 3 for their i, j and k strategies respectively.

2cf. Elements of S in (6.6) of Example 10 has similarly 4 tuples instead of 8.
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Substituting x, y, z from S in the remainder polynomials in (6.4) and solving for

the coefficients we get the dependencies RS :

p111 = −2p121
3
− 2p122 + p211 + 2p221

3
+ 2p222

p112 = −p121 + p212 + p221

q111 = q121− 2q212
3

+ 2q222
3

q112 = q122− q211
3

+ 2q212
9

+ q221
3
− 2q222

9

r111 = r112 + 2r211
9
− 2r212

9
− 2r221

3
+ 2r222

3

r121 = r122− r211
3

+ r212
3

(6.5)

We compute several instance solutions of (6.5) and construct game payoff tables.

One such instance is given in table 6.1 below.

A B
a 13/3, 2/3, 19/9 -1, −287/900, 1

1 b 1, 2, 10/3 2, 0, 2
2 a 5, 329/100, 0 0, 2, 4

b 0, 1, 0 2, 0, 3

Table 6.1: Payoff matrix of a 3-player 2-strategy game explicitly constructed with
polynomial ideals.

We further apply Algorithm 3.1.1 on each instance of the game, that we compute

based on (6.5), and verify its membership to RPIE games. The verification reveals

that the games have pure strategy Nash equilibrium solutions apart from unique

mixed strategy Nash equilibrium given in S. And so the games are not RPIE

games. Note that the game given in Section 5.4 is an instance of (6.5) with

unique mixed strategy Nash equilibrium given in S. In other words, the approach

of computing a game via polynomial ideals provides a necessary condition for the

construction of RPIE games, but it is not sufficient.

Proposition 16. If GB is the reduced Gröbner basis of IV defined by S for GS
and, then the relations of coefficient RS , obtained from GS and GB, is a necessary

condition on the payoff values of the game; they are not a sufficient condition.
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Proof. IV forms a space of all polynomials having exactly S as its solutions set.

GB of the IV forms the basis of the space. We require GS to have precisely S as

its solutions and so fi ∈ GS must belong to IV . And so the coefficients of the

game with S as its only solutions must follow the relation RS . On the other hand

Example 9 provides an instance of the game payoff table that has more equilibria

solutions than just S. And so the result follows.

The polynomial ideal approach provides a definite method for computing instances

of games with given set always as a subset of its equilibrium set. It requires

computation of a Gröbner basis. Once we compute relations RS of payoff entries

of type (6.5) then we can compute several instances of the games and verify them

for their membership to the desired class of games with appropriate algorithm.

The approach is general and can be considered for games that are of the form GS.

However, in practice it is difficult to find an instance game that has exactly S as

its equilibrium solutions.

6.1.2 Elementary Symmetric Polynomials

It is clear from the discussion so far that, given a solution set S, for constructing

a game we need to relate equilibrium solutions and the payoff values(coefficients)

of the GS.

Elementary symmetric polynomials (ESP) give relations between roots of a uni-

variate polynomial and its coefficients. If we are to use this idea for GS, we need

an extension of ESP for a multivariate polynomial system. Unfortunately, such

an extension, which would imply an extended Galois theory for multivariate poly-

nomials is not available.

Consequently, to follow up this idea, we would have to convert a multivariate

polynomial system into a system of univariate polynomials. Using Gröbner basis

it is possible to convert multivariate system to univariate polynomials gi(xi) ∈ GB
(obtained by change of lexicographic order for each i ∈ {1, . . . ,K+}). Note that

due to unknown coefficients Ai
j1j2...jn

of GS, GB must be computed in symbolic

form of the unknowns. Further, with knowledge of ESP of a univariate polyno-
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mial gi(xi) and the desired S, coefficients of gi(xi) can be computed.

The problem of establishing coefficient(Ai
j1j2...jn

) - solution (S) relations using ESP

is similar to the problem of establishing coefficient(Ai
j1j2...jn

) - coefficient (Bi
j1j2...jn

)

relations between polynomials in GS and its GB, where Bi
j1j2...jn

denote coefficients

of the polynomials in GB. The approach is computationally hard and requires

further independent exploration.

6.1.3 Explicit Construction Directly from the GS
This approach of construction of games is relatively simpler than the previous

approach based on vanishing ideal. We start with a given equilibrium set S and

substitutes solutions in the GS directly. The substitution gives a system of linear

equations in unknown Ai
j1j2...jn

. The linear system of equations will be homoge-

neous because of the polynomial system GS. Existence of a non-trivial solution of

this homogeneous system guarantees infinitely many solutions. If we assume that

there is a game with S as its equilibria then there is at least one non-trivial solu-

tion, causing the system to have infinitely many game payoff solutions. Infinitely

many game payoff solutions verifies that the equilibria solutions of a game under

linear transformations of the payoff values are invariant. In other words, if we

define a game (GS) in the space of games – having GB as its basis – with exactly

S as its equilibria, then all the uniform scalar multiple of the payoffs (coefficients

of GS) forms a line in this space. Every game on this line has exactly S as its

equilibria, forming an infinite set of games.

An advantage of this approach is that it is computationally efficient compared to

the ideal theoretic approach. Note that the methods of explicit construction of a

game based on given equilibria set is general and, with necessary modifications,

can be considered for construction of finite normal form games that can be written

in the form of a GS.

Example 10. We show explicit construction of a 4-player 2-strategy finite normal

form game directly from the GS. The game with 4 players and 2 strategy can have
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at most 9 equilibria solution [63]. We start with desired solutions set

S =

{(
1

5
(8−

√
19), −4 +

√
19,

1

5
(−2 +

√
19), −4 +

√
19

)
,

(
1

5
(8 +

√
19), −4−

√
19,

1

5
(−2−

√
19), −4−

√
19

)

(
−1

6
+

√
19

5
, −1

3
+

√
19

6
, 1−

√
19

5
, −1

3
+

√
19

6

)
,

(
−1

6
−
√

19

5
, −1

3
−
√

19

6
, 1 +

√
19

5
, −1

3
−
√

19

6

)}
. (6.6)

Substituting S in GS with n = 4 and ki = 2, i ∈ {1, . . . , 4} we get system of linear

homogeneous equations. We further compute dependencies in (6.7) and solve them

for several instances of the solution. One such payoff solution is presented in Table

6.2.
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6.1. Approaches

In (6.7) pijkl,qijkl,rijkl and sijk denote payoff values of players 1, 2, 3 and 4 for

their i, j, k and l strategies respectively. Algorithm 3.1.1 to verify membership

of the games computed from (6.7) reveals that, as with the case of ideal theo-

retic approach, the game has desired set of irrational equilibrium solutions, but

additionally there are rational equilibrium solutions. This verifies the claim of

Proposition 16.

6.1.4 Perturbation

This approach constructs a new game by perturbing the coefficients of some known

games. First we observe some properties of perturbation over a function. Let g

be a function that takes coefficients Ai
j1j2...jn

(for the simplicity of usage, in this

section we denote coefficients by aj’s) of the GS to its solutions xk’s. Assuming

continuity of g we define the following limit:

lim
aj→a′j

g(aj) = x′k

Amount of perturbation ρi in the coefficients aj decides the values of solution xk,

i.e., x′k can be either rational or irrational number. Based on restriction on the

values of coefficients aj’s we have the following possibilities.

Let aj take some arbitrary value after perturbation with some ρi, while we restrict

values of xk to irrational, i.e. x′k should be irrational. If ρi in aj produce an

irrational x′k, then we are done. Otherwise due to continuity of g, before reaching

the limit x′k, g will encounter an irrational x′′k in the neighbourhood of x′k. We

consider x′′k as the new limit (desired equilibria solution) and stop.

Next, we impose restriction on the values of aj’s. After perturbation ρi over aj, we

restrict new aj (a′j) to be rational. If the corresponding x′k is not irrational, then

with the continuity of g – while approaching the limit – consider the increment in

the root value to be
xk+x′k

2n
, for successive n ∈ N. Through g, the specified incre-

ment takes value of xk to some neighbourhood of an irrational x0
k. i.e., there exists

an irrational x0
k in an some ε-neighbourhood of x′k. Further it requires to be shown
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6.1. Approaches

that corresponding to x0
k there is a rational a0

j that is in some δ-neighbourhood

of a′j. This existence allow us to consider approximate construction of the game

rather than exact.

Note that in the absence of some nice behaving function like g above, we can

consider the univariate polynomials in the Gröbner basis of the GS. The following

example implements perturbation approach.

Example 11. We show effect of perturbation on the payoff values of the game

given by Table 6.1. The payoff values are perturbed by real values εi ∈ [0, 1] –

chosen uniformly at random.

After perturbing payoffs in Table 6.1 the modified game payoff table is given by

Table 6.3.

A B
a 2177/500, 1013/1500, 4799/2250 -124/125, -1397/4500, 503/500

1 b 251/250, 501/250, 3023/900 201/100, 3/500, 501/250
2 a 501/100, 33/10, 3/500 1/250, 501/50, 1001/250

b 1/500, 101/100, 1/500 1003/500, 1/500, 301/100

Table 6.3: Payoff matrix of perturbed 3-player 2-strategy finite normal form game
given in Table 6.1.

We construct GS (6.8) for the game and compute its equilibria.

p1 = − (−1+x1)(−6+300000y1−299997z1+199987y1z1)
300000

p2 = x1(6+299997z1−y1(300000+199987z1))
300000

p3 = − (−1+y1)(−600003−86997z1+x1(695666+391327z1))
300000

p4 = y1(600003+86997z1−x1(695666+391327z1))
300000

p5 = (37x1(105409+18917y1)−9(300004+99995y1))(−1+z1)
900000

p6 = (37x1(105409+18917y1)−9(300004+99995y1))z1
900000

(6.8)
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6.2. Discussion

Solution of (6.8) retains an irrational equilibrium solution

{
9
(
10097608779−√31536079145371424737

)

55529128732
,

−5149093085 +
√

31536079145371424737

1262874852
,

−2552101103 +
√

31536079145371424737

6327734878

}
. (6.9)

There are other rational equilibria solution of the game that also constitute Nash

equilibria of the game.

6.2 Discussion

We presented several approaches for constructing games with special properties.

The approaches are general enough to be considered for construction of games

that can be characterized as GS. The ideal theoretic approach, though expensive

for large games, provides algebraic insight in to the problem. We further present

an approach directly based on GS which is efficient and can be considered for large

problems in practice. We presented a necessary condition for the construction of

games with desired set as its equilibria. Interesting problem would be to find a

sufficient condition and make result in Proposition 16 tight.
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Chapter 7

Conclusion

7.1 Closing Remarks

In this work, we addressed the problem of computing Nash equilibria for a sub-

class of finite normal form games. Considering the complexity of the problem,

we presented methods that use information about a single Nash equilibrium to

compute all the Nash equilibria. We showed that our methods provide an efficient

mechanism for computing equilibria compared to existing methods which use only

Gröbner basis or homotopy continuation, given the assumption of known Galois

groups.

Algorithm 4.2.2 has an advantage of providing algebraic structure to use polyno-

mial algebra over GS and further allow computations in algebraic form. We make

use of the available algebraic structure while considering the problem of deciding

membership to the classes of games. Using the membership lemma, in Proposition

3, we showed that with the given properties of ideal I of the GS the membership

decision is relatively efficient. We further utilize the algebraic approach in Al-

gorithm 4.2.1 to show that the approach has an added advantage of providing

irrational solutions in closed form for a subclass of games.

The MVNRM inherently is not globally convergent but with the convergence cri-

teria in Proposition 11, we ensure that our method converges. We follow up
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7.2. Future Work

MVNRM with KLL algorithm to convert approximate solutions into equivalent

minimal polynomial form. The algebraic form allows us to decide amount of pre-

cision required to compute the solution while solving the minimal polynomials.

With our method of converting approximate root to its equivalent algebraic form,

we establish the subclass of n player games for which there are exact algorithms

for computing all its equilibria, contrary to claim in [45]. We further showed that

with our method it is possible to compute irrational equilibria of a subclass of

IPIE games in closed form (Proposition 14).

We gave an independent treatment for the subclass of IPIE games using the theory

of Galois groups over commutative rings. The distinction of RPIE and IPIE games

made it clear that the results for two player games presented in [57] do not go over

directly to the class of IPIE games, providing a thread for further exploration.

We use Galois groups for computing equilibria with group action in Algorithm

4.2.3. The assumption of known Galois groups could be relaxed by adjoining an

algorithm for computing Galois groups. This would utilize the construction of

minimal polynomials using the KLL Algorithm and the Tschirnhaus transforma-

tion over minimal polynomials [32].

Finally, we conclude this work by presenting some interesting open issues that

throw more light on the structural aspects of GS and provide insight for the

future development of efficient methods for computing Nash equilibria.

7.2 Future Work

We presented several approaches for constructing examples of RPIE and IPIE

games. However, the approaches involve some problems which we were unable to

address. The primary problem is that we have not been able to find a systematic

procedure to prevent the appearance of additional equilibria, and these may turn

out to involve rational coordinates.

Another open problem is whether composition of games could be employed to
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7.2. Future Work

obtain new RPIE/IPIE games. In other words, under what conditions would the

composition of an arbitrary game with an RPIE/IPIE game belong to the same

class ?

In Chapter 3, we presented an important property for the ideal I of the GS
(Conjecture 1 and Proposition 3). It required us to show that the ideal I is zero-

dimensional, in general position and radical. The type of games that we consider

are known to have zero-dimensional ideal in general position. Our experiments

suggest that the ideal I is also radical. This leads us to the following:

Conjecture 2. The polynomial Ideal I of the game system GS, for a game in

class RPIE or IPIE, is radical.

Conjecture 2 would immediately imply Conjecture 1.

Finally, algebra that we presented in this work relates solutions of the GS which

include Nash equilibria of the game. The relations between set of solution of

the GS required Galois group automorphisms. A much stronger and interesting

result would be to establish automorphic relations over the set of Nash equilibria

solutions of the GS of games.
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Appendix A

Algorithms

A.1 Symmetry and Structures

Given a square in a plane with marked corners, we want to map one corner of the

square to other corners, without lifting or distorting the shape of the square. We

can rotate it (clockwise or counter clockwise), flip it (horizontally, vertically or

diagonally) or do nothing. If we consider all these actions over a square as a set,

then any subsequent application of two actions from the set is again an element

of the set. Do-nothing is an action that acts like identity of the set, and for every

other action in the set there is a reverse action element inside the set – combining

the two produces do-nothing action. The set of such actions over a square forms a

group that takes one corner of the square to other, maintaining symmetry of the

square.

Definition A.1.1 (Group). A non-empty set G, along with a binary operation ·
defined over it, is called group if

• for any a, b ∈ G, a · b ∈ G (closure property).

• for any a, b, c ∈ G, a · (b · c) = (a · b) · c (associative law).

• there exists an element e ∈ G such that for any a ∈ G, a · e = e · a = a

(existence of identity element).

• for every a ∈ G, there exists an element b ∈ G such that a · b = b · a = e

(existence of inverse).
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A.1. Symmetry and Structures

The group of symmetries of a square is called dihedral group D4 and it has eight

action elements in it. The set of integers Z forms a group with addition oper-

ation. It is interesting to see that the set Z offers more structure if we include

multiplication as one more operation with addition. The new structure is called

a ring.

Definition A.1.2 (Ring). A non-empty set R with two binary operations + and

· is called an associative ring if for all a, b, c ∈ R

• a + b ∈ R.

• a + b = b + a.

• (a + b) + c = a + (b + c).

• for every a ∈ R there is an element 0 ∈ R such that a + 0 = a.

• there exists an −a ∈ R such that a + (−a) = 0.

• a · b ∈ R.

• a · (b · c) = (a · b) · c.

• a · (b + c) = a · b + a · c and (b + c) · a = b · a + c · a (distributive law between

+ and ·).

The set Z does not form a group under · operation. Definition of group and ring

motivates the following definition.

Definition A.1.3 (Field). A field F is a set with group under both its binary

operations + and ·. A non-empty subset H of F is called subfield of F if it forms

field under F’s binary operations + and ·.

Set of all elements of the form,

F[x] = {a0 + a1x + a2x
2 + . . . + anxn | ai ∈ F for all i ∈ {1, 2, . . . , n}},
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A.2. Gröbner Bases and Buchberger’s Algorithm

is called ring of polynomials in the indeterminate x with operations + and · de-

fined as follows.1

Let f(x) = a0 + a1x + a2x
2 + . . . + anx

n and g(x) = b0 + b1x + b2x
2 + . . . + bmxm

in F[x], then

f(x) + g(x) = c0 + c1x + c2x
2 + . . . + ckx

k

where for each i, ci = ai + bi and

f(x) · g(x) = d0 + d1x + d2x
2 + . . . + dkx

k

where for each i, di = ai · b0 + ai−1 · b1 + . . . + a0 · bi.

If n denotes the degree of polynomial f(x) ∈ F[x], then its roots αi are f(αi) =

0, i = {1, 2, . . . , n}. It is possible that some of the αi /∈ F and they extend F to

some K = F(αt), F ⊆ K.

A.2 Gröbner Bases and Buchberger’s Algorithm

A Gröbner basis is a generating subset, with special properties, of an ideal I
of a polynomial ring R. Buchberger’s algorithm for computing a Gröbner basis

of a polynomial ideal I can be looked upon as a generalization of the Gaussian

elimination method for a system of linear equations. Before visiting Burchberger’s

algorithm we need the following definitions.

Definition A.2.1 (Monomial). For the collection of variables x1, . . . , xn, a mono-

mial is a product xα1
1 . . . xαn

n , where αi ∈ N and i ∈ {1, . . . , n}.

Definition A.2.2 (Total Degree). The total degree of the monomial is defined to

be
∑n

i=1 αi.

Consider x2yz, then its total degree is 2 + 1 + 1 = 4. The monomial 1 has total

degree zero. If the context of indeterminate variables is clear then the monomial

can be alternatively written (2,1,1).

1cf. Definition A.2.3.
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A.2. Gröbner Bases and Buchberger’s Algorithm

Definition A.2.3 (Polynomial). Finite linear combinations of monomials with

coefficients defined in a base field F is called a polynomial in variables x1, . . . , xn.

Polynomials are of the form,

f(x1, . . . , xn) =
∑

i

cix
αi

1
1 x

αi
2

2 . . . xαi
n

n , (A.1)

and the summation in (A.1) is finite over i, ci ∈ F. So,

f(x, y) = 3x2 + 4y − i5

is a polynomial defined over C. Concept of ideal of a ring is general. Our interest

is in ring of polynomials. The following concepts are defined for a polynomial ring.

Definition A.2.4 (Ideal). A non-empty subset I ⊆ F[x1, . . . , xn] is said to be an

ideal if

• for f, g ∈ I, f + g ∈ I and

• for arbitrary polynomial p ∈ F[x1, . . . , xn] and for any polynomial f ∈ I,

pf ∈ I.

Ideal generated by polynomials f, g ∈ F[x1, . . . , xn] is denoted by I = 〈f, g〉. For

example, 〈x2 + 2, 3y2 + 2x〉 is an ideal defined over Q[x, y].

Definition A.2.5 (Radical of an Ideal). A non-empty set
√

I ⊆ F[x1, . . . , xn] is

called radical of an ideal I, if for every f ∈ √I, fn ∈ I for some n ≥ 1. Moreover,

an ideal I is said to be radical if
√I = I.

Definition A.2.6 (Prime Ideal). An ideal I ⊂ F[x1, x2, . . . , xn] is said to be prime

if whenever a product fg ∈ I then at least f ∈ I or g ∈ I.

Prime ideals are radical.

Definition A.2.7 (Maximal ideal). An ideal I ⊂ F[x1, x2, . . . , xn] is said to be

maximal if there are no ideals J satisfying I ⊂ J ⊂ F[x1, x2, . . . , xn] other than

J = I and J = F[x1, x2, . . . , xn].
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Radical ideal property says that every radical of an ideal
√I contains ideal I.

Following is an important result that defines basis of ideals.

Theorem A.2.8 (Hilbert Basis Theorem). For every ideal I ⊆ F[x1, . . . , xn]

there is a finite generating set {f1, f2, . . . , fk} ⊂ F[x1, . . . , xn] such that I =

〈f1, f2, . . . , fk〉.

Definition A.2.9 (Monomial Order). A monomial order in F[x1, . . . , xn] is a

relation ≺ on the set of monomials in F[x1, . . . , xn] such that

(a) ≺ is a total order. i.e. for all monomials α, β, either α = β, α < β or β < α.

(b) ≺ is compatible with monomial multiplication, i.e. given monomials α, β, if

α ≺ β then for any arbitrary monomial ρ, αρ ≺ βρ.

(c) ≺ is a well order. i.e. every non-empty subset of monomials has a least element

under ≺.

For example,

Definition A.2.10 (Lexicographical Order). For the monomials α and β in

F[x1, . . . , xn], we say α ≺lex β if left most non-zero entry in α− β is positive.

For example, consider the monomial exponents (0, 3, 0), (1, 1, 2) and (1, 2, 1) then

with the lexicographical order they are related as: (1, 2, 1) ≺lex (1, 1, 2) ≺lex

(0, 3, 0). Another example of lexicographical ordering is that of words listed in

dictionary of any language.

Definition A.2.11 (Leading term and Leading coefficient). Leading term of a

polynomial f ∈ F[x1, . . . , xn] with respect to some monomial order≺ is c0x
α0

1
1 x

α0
2

2 . . . x
α0

n
n ,

c0 6= 0, the largest monomial in f . We denote leading term of f under≺ as LT≺(f).

Similarly, the coefficient c0 of the largest monomial is called leading coefficient of

the polynomial f under ≺, denoted as LC≺(f).

For example, f = 5x2y2 +3x2yz2 has LT≺lex
(f) = 5x2y2 and LC≺lex

(f) = 5, while

for graded lexicographical order (an order defined over total degree of monomials)

LT≺grevlex
(f) = 3x2yz2 and LC≺grevlex

(f) = 3.
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Division Algorithm in F[x1, . . . ,xn]

Fix any monomial order ≺ in F[x1, . . . , xn], and let P = (f1, . . . , fk) be an ordered

k-tuple of polynomials in F[x1, . . . , xn]. Then every f ∈ F[x1, . . . , xn] can be

written as f = c1f1 + . . . + ckfk + r, where, for each i, ci, r ∈ F[x1, . . . , xn] and

if cifi 6= 0 then LT≺(cifi) ≤ LT≺(f). More so, either r = 0 or r is a linear

combination of monomials not divisible by LT≺(f1),. . . ,LT≺(fk). The r is called

remainder of f on division by P , written r = f
P
.

Definition A.2.12 (Gröbner basis). Fix a monomial order ≺ on F[x1, . . . , xn],

and let I ⊆ F[x1, . . . , xn] be an ideal. A Gröbner basis for I with respect to ≺ is a

finite collection of polynomials G = {g1, . . . , gm} ⊂ I such that for every non-zero

polynomial f ∈ I, LT≺(gi) | LT≺(f) for some i.

Using Dickson’s lemma and Hilbert Basis theorem any ideal I can be written as

I = 〈g1, . . . , gm〉.

Definition A.2.13 (S-polynomial). Let f, g ∈ F[x1, . . . , xn] be non-zero. Let

LT≺(f) = c0x
α0

1
1 x

α0
2

2 . . . x
α0

n
n and LT≺(g) = c1x

α1
1

1 x
α1

2
2 . . . x

α1
n

n , for some monomial

order ≺, c0, c1 ∈ F. If xβ1

1 xβ2

2 . . . xβn
n be least common multiple of x

α0
1

1 x
α0

2
2 . . . x

α0
n

n

and x
α1

1
1 x

α1
2

2 . . . x
α1

n
n , then the S-polynomial of f and g, denoted by S(f, g) is,

S(f, g) =
xβ1

1 xβ2

2 . . . xβn
n

LT≺(f)
· f − xβ1

1 xβ2

2 . . . xβn
n

LT≺(g)
· g.

A polynomial f reduced modulo a set of polynomials F is denoted by f
F
. We

are now ready to give an algorithm for computing Gröbner basis of given set of

polynomials.
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A.3. Minimal Polynomial Algorithm

Algorithm A.2.1 Buchberger’s Algorithm for computing Gröbner basis.
Input: Polynomial system P = (f1, . . . , fk).
Output: a Gröbner basis GB = {g1, . . . , gm} for ideal I = 〈f1, . . . , fk〉.
1: G := (f1, . . . , fk)
2: repeat
3: G′ := G
4: for each pair f 6= g in G′ do

5: S := S(f, g)
G′ {Construct an S-polynomial.}

6: if S 6= 0 then
7: G := G ∪ {S}
8: end if
9: end for

10: until G = G′. {Until two sets G and G′ are not same.}

The computational complexity of constructing a Gröbner basis for a polynomial

ideal is doubly exponential in the number of indeterminate of the polynomial ring.

For details on this topic, reader is referred to [15].

A.3 Minimal Polynomial Algorithm

In the Algorithm 4.2.1 of computing equilibria, presented in Chapter 4, Step 6

checks for a computed root for its rationality. The test is for constructing a sam-

ple equilibrium. In the problem of deciding membership to the classes of games,

given in Chapter 3, we factor a univariate polynomial and check for its rational

roots. For checking a number to be rational we make use of the Kannan Lovasz

Lenstra(KLL) algorithm [44]. Following are details of the KLL algorithm.

A.3.1 KLL Algorithm

Kannan et al. [44] show that if a complex number α satisfies an irreducible prim-

itive polynomial p(x) of degree d, with integer coefficients, each of magnitude at

most H, then given O(d2 + d · log H) bits of the binary expansion of the real and

complex parts of α, we can find p(x) in deterministic polynomial time. Following

are some definitions followed by KLL algorithm.
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A.3. Minimal Polynomial Algorithm

Definition A.3.2 (Lattice). A lattice in Rn is a set of the form

{
k∑

i=1

λibi : λi ∈ Z
}

where b1, b2, . . . , bk are independent vectors in Rn.

The lattice L is said to be generated by the vectors b1, b2, . . . , bk, which form a

basis of the lattice. The lattice is denoted as L(b1, b2, . . . , bk). An important result

on basis reduction algorithm from Lenstra, Lenstra, Lovasz [58] is as follows.

Theorem A.3.3 (LLL-Basis Reduction). There is a polynomial time algorithm

which on input b1, b2, . . . , bk independent vectors in Qn produces a basis v1, v2, . . . , vk

for L = L(b1, b2, . . . , bk) such that v1 has length at most 2(k−1)/2 · Λ1(L), where

Λ1(L) is the length of the shortest non-zero vector in L.

For the details of this result and basis reduction algorithm, refer [31].

Now, corresponding to every polynomial f(x) =
∑m

i=0 aix
i ∈ Z[x] of degree at

most m, there is a vector f in the lattice L, defined by

f =
m∑

i=0

aibi. (A.2)

Theorem 1.11 in [44] gives the value of parameter c = 2
3
2
d2+2d−1H3d for computing

basis reduction algorithm.

Following is outline of the algorithm for computing the minimal polynomial of

approximation of an algebraic number α.
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A.4. Multivariate Newton Raphson Method

Algorithm A.3.1 Computing Minimal Polynomial of an Algebraic Number.
Input: A complex number α with real and imaginary parts, bounded above by
degree d and height H of algebraic number α that is approximated by α.
Output: Minimal polynomial of α.

1: for i = 1 to d do
2: Run the basis reduction algorithm on L(b0, b1, . . . , bi) with the value of c

defined above.
3: if the first basis vector f in the reduced basis satisfies |f |2 ≤ 2d(2H2) then
4: Let f(x) be the polynomial corresponding to f by the relation defined in

(A.2).
5: return the primitive part of f(x) as the minimal polynomial of α.
6: end
7: end if
8: end for

A.4 Multivariate Newton Raphson Method

Multivariate Newton Raphson method (MVNRM) is a generalization of its analo-

gous univariate Newton Raphson(UVNRM) method. We first discuss the UVNRM

and show how it generalizes to MVNRM.

For approximating roots of a polynomial f(x), UVNRM successively computes

points as follows.
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A.4. Multivariate Newton Raphson Method

Figure A.1: Approximating root p of polynomial f(x) with Newton-Raphson
method

With the initial guess of a root p0, the idea is to find a linear local region and con-

sider a tangent line(plane in multivariate case) that intersects the indeterminate

axis x in a cut point p1. The point p1 is the next approximation of the root of

f(x). Let the slope of the tangent line be m then,

m =
f(p1)− f(p0)

p1 − p0

and m = f ′(p0)

∴ p1 = p0 − f(p0)

f ′(p0)
(A.3)

We generalize the equation above and compute pth
i+1 point with

pi+1 = pi − f(pi)

f ′(pi)
. (A.4)

Now, let f : Rn → Rn be a vector valued function in several variables. Specifically,

for ith tuple xi = (xi
1, x

i
2, . . . , x

i
n), f(xi) = (f1(x

i), f2(x
i), . . . , fn(xi)). With this

vector valued function, for MVNRM, we replace f ′(pi−1) in (A.4) by Jacobian
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A.4. Multivariate Newton Raphson Method

matrix J(f(xi)). The (i + 1)th approximate point(in Rn) is computed through

xi+1 = xi − J(f(xi))−1 · f(xi). (A.5)

The algorithm for computing approximate solutions of a system of polynomial

equations using MVNRM is as follows.

Algorithm A.4.1 Multivariate Newton Raphson Method.
Input: System of polynomial equations f1, f2, . . . , fn, initial guess of solution
(a∗1, a

∗
2, . . . , a

∗
n) and threshold τ .

Output: Approximate solution (a0
1, a

0
2, . . . , a

0
n).

1: J := Compute the Jacobian of vector function f(x).
2: Ji:= Compute the inverse of J .
3: Jifx := Multiplication of Matrix Ji with vector f(x).
4: xs := (a∗1, a

∗
2, . . . , a

∗
n) {Initial guess of the solution tuple}

5: while ε > τ do
6: eJifx := evaluate Jifx at xs.
7: ε := |xs − eJifx|.
8: xs := eJifx.
9: end while

The computational complexity of Newton Raphson method is O(log n · t), where

n is the desired number of precision bits of the root value, and t is the time

for computing f(pi)
f ′(pi)

in UVNRM, and J−1(f(xi)) in MVNRM. Efficiency of the

algorithm can be improved if instead of computing an inverse of the Jacobian

matrix we solve the following linear system for xi and xi+1.

J(f(xi))(xi+1 − xi) = −f(xi) (A.6)

Convergence rate of a system is, roughly, the rate of growth of the error term be-

tween subsequent approximations of the root value. Convergence rate of Newton-

Raphson(NR) methods in the neighbourhood of a root is quadratic. This means

that between two subsequent iterations error is squared, and so the precision is

more than doubled. There are quasi-Newton methods for improving the conver-

gence rate of NR methods.
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A.4. Multivariate Newton Raphson Method

Improper initial guess and vanishing values of the derivatives f ′(pi) or J−1(f(xi))

are the major problems with NR methods. There are other numerical methods

to overcome some of these issues. For further details on numerical methods see

Chapter 5 of [34].
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Appendix B

Implementations

In this appendix we present implementation of Algorithms 3.1.1, 4.2.1 and 5.2.1.

Input to all the three algorithms is payoff matrix of the game. In this appendix

we confine our selves with 3 players 2 strategy games. For players 1,2 and 3 their

respective payoff entries are denoted by pijk, qijk and rijk, where i, j, k ∈ {1, 2}
denote pure strategies.

B.1 Membership and Equilibria

The following program first decides membership of the input game by computing a

Gröbner basis of it. On affirmative decision of its membership, it further computes

its equilibria with group action. The following programs are implemented using

Mathematica software.

B.1.1 Computing Gröbner basis

Input

Off[General::spell]

p111 = 3

p112 = 0

p121 = 0

p122 = 1
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B.1. Membership and Equilibria

p211 = 1

p212 = 0

p221 = 0

p222 = 2

q111 = 0

q112 = 1

q211 = 0

q212 = 3

q121 = 2

q122 = 0

q221 = 1

q222 = 0

r111 = 2

r121 = 0

r211 = 0

r221 = 0

r112 = 0

r122 = 0

r212 = 0

r222 = 3

alpha = x*(p111*y*z+p112*y*(1-z)+p121*(1-y)*z+p122*(1-y)*(1-z))

+(1-x)*(p211*y*z+p212*y*(1-z)+p221*(1-y)*z+p222*(1-y)*(1-z))

beta = y*(q111*x*z+q112*x*(1-z)+q211*(1-x)*z+q212*(1-x)*(1-z))

+(1-y)*(q121*x*z+q122*x*(1-z)+q221*(1-x)*z+q222*(1-x)*(1-z))

gemma = z*(r111*x*y+r121*x*(1-y)+r211*(1-x)*y+r221*(1-x)*(1-y))

+(1-z)*(r112*x*y+r122*x*(1-y)+r212*(1-x)*y+r222*(1-x)*(1-y))

(*Above are expected payoff of player 1,2 and 3 respectively.*)
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p1 = x*(alpha-(p111*y*z+p112*y*(1-z)+p121*(1-y)*z+p122*(1-y)*(1-z)))

p2 = (1-x)*(alpha-(p211*y*z+p212*y*(1-z)+p221*(1-y)*z+p222*(1-y)*(1-z)))

p3 = y*(beta-(q111*x*z+q112*x*(1-z)+q211*(1-x)*z+q212*(1-x)*(1-z)))

p4 = (1-y)*(beta-(q121*x*z+q122*x*(1-z)+q221*(1-x)*z+q222*(1-x)*(1-z)))

p5 = z*(gemma-(r111*x*y+r121*x*(1-y)+r211*(1-x)*y+r221*(1-x)*(1-y)))

p6 = (1-z)*(gemma-(r112*x*y+r122*x*(1-y)+r212*(1-x)*y+r222*(1-x)*(1-y)))

(* p1,. . .,p6 is GS of the input game. *)

GB = GroebnerBasis[p1, p2, p3, p4, p5, p6, x, z, y]

Selected Output

alpha = (1− x)(2(1− y)(1− z) + yz) + x((1− y)(1− z) + 3yz)

beta = y(3(1− x)(1− z) + x(1− z)) + (1− y)((1− x)z + 2xz)

gemma = 3(1− x)(1− y)(1− z) + 2xyz

p1 = (−1 + x)x(−1 + y + z + yz)

p2 = −(−1 + x)x(−1 + y + z + yz)

p3 = (−1 + y)y(3 + x(−2 + z)− 4z)

p4 = −(−1 + y)y(3 + x(−2 + z)− 4z)

p5 = −(3 + x(−3 + y)− 3y)(−1 + z)z

p6 = (3 + x(−3 + y)− 3y)(−1 + z)z

GB =

{3y − 11y2 + 7y3 + y4, 2y − y2 − y3 − 5yz + 5y2z, 4y − 5xy − 5y2 + 5xy2 + y3,

2y − y2 − y3 + 25z − 25xz − 25yz − 25z2 + 25xz2 + 25yz2,

25x− 25x2 − 4y − 25xy + 25x2y + 5y2 − y3 − 25xz + 25x2z}

The GB is triangular form of the Gröbner basis of the GS above. The following

piece of code factorizes a univariate polynomial in the triangular form of the GB.
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Input

Factor[3y − 11y2 + 7y3 + y4]

Output

{(−1 + y)y (−3 + 8y + y2)}

For the rational roots y = 1, 0 we compute corresponding solution tuple by sub-

stituting root values of y in GB. Further we check whether the solutions corre-

sponding to rational values of y constitute Nash equilibria of the input game or

not. The solution of GS corresponding to y = 0 is (x, y, z) = (0, 0, 0).

B.1.2 Nash Equilibrium Verification

Input

Off[General::spell]

x = 0

y = 0

z = 0

p111 = 3

p112 = 0

p121 = 0

p122 = 1

p211 = 1

p212 = 0

p221 = 0

p222 = 2

q111 = 0

q112 = 1

q211 = 0

q212 = 3
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q121 = 2

q122 = 0

q221 = 1

q222 = 0

r111 = 2

r121 = 0

r211 = 0

r221 = 0

r112 = 0

r122 = 0

r212 = 0

r222 = 3

c11=(p111*y*z+p112*y*(1-z)+p121*(1-y)*z+p122*(1-y)*(1-z))

c12=(p211*y*z+p212*y*(1-z)+p221*(1-y)*z+p222*(1-y)*(1-z))

c21=(q111*x*z+q112*x*(1-z)+q211*(1-x)*z+q212*(1-x)*(1-z))

c22=(q121*x*z+q122*x*(1-z)+q221*(1-x)*z+q222*(1-x)*(1-z))

c31=(r111*x*y+r121*x*(1-y)+r211*(1-x)*y+r221*(1-x)*(1-y))

c32=(r112*x*y+r122*x*(1-y)+r212*(1-x)*y+r222*(1-x)*(1-y))

(* cij is payoff of player i when he chooses pure strategy j.*)

Output

c11 = 1

c12 = 2

c21 = 3

c22 = 0

c31 = 0

c32 = 3

In terms of Nash equilibrium support, the output above can be interpreted as

follows.
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• c11 < c12 ⇒ For Player 1 the probability of choosing strategy 2 should not

be equal to zero. This is true because we started off with x = 0 ⇒ 1−x = 1.

• c21 > c22 ⇒ For Player 2 the probability of choosing strategy 1 should not

be equal to zero. This is not true because we started off with y = 0.

• c31 < c32 ⇒ For Player 3 the probability of choosing strategy 2 should not

be equal to zero. This is true because we started off with z = 0 ⇒ 1−z = 1.

This shows that the tuple (0, 0, 0) is not a Nash equilibrium of the input game.

Similar verification for other rational tuple (x, y, z) = (1, 1, 1) produces the same

answer. With the help of IsRadical function in PolynomialIdeal package of

Maple software it can be verified that the polynomial ideal I of the GS of the

input game is radical. This means that the Membership lemma follows for the

game, and so it is sufficient to say based on the only irreducible factor of y that

the input game is a member game to RPIE(IPIE) games.

B.1.3 Computing Nash equilibrium

Next, we compute Nash equilibria of the game. We solve the irreducible factor

−3 + 8y + y2 and substitute y = −4 − √19 in GB. The new Gröbner basis in

indeterminate x and z is

{
2 +

√
19 + 5z,−8−

√
19 + 5x

}
.

Over this sample solution we apply group action with known Galois group. The

Galois group is of the following form: Gx = Gy = Gz = {e, σ} where σ(a+
√

19b) =

a − √19b, a, b ∈ Q. The group action on the sample solution produces following

orbits of x, y and z.

Gx = {1

5

(
8 +

√
19

)
,
1

5

(
8−

√
19

)
}

Gy = {(−4−
√

19), (−4 +
√

19)}
Gz = {1

5

(
−2−

√
19

)
,
1

5

(
−2 +

√
19

)
} (B.1)

After forming solution tuple with the orbits, we can repeat the Nash equilibrium
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verification program in subsection B.1.2 and reject non-equilibrium solution. This

lead us to the following unique Nash equilibrium of the input game.

x =
1

5
(8−

√
19); y = −4 +

√
19; z =

1

5
(−2 +

√
19) (B.2)

B.2 Equilibria of IPIE Game

If the input game is IPIE, then the following program computes its sample solution

from its GS using multivariate Newton-Raphson method(MVNRM). This can be

followed by group action. As detailed implementation of group action is given

in subsection B.1.3, we shall not reproduce it here. The following program is

implemented using Maple software.

B.2.1 Sample Solution with MVNRM

Input

with(linalg):

with(Student[MultivariateCalculus]):

with(LinearAlgebra):

p111 := 3:

p112 := 0:

p121 := 0:

p122 := 1:

p211 := 1:

p212 := 0:

p221 := 0:

p222 := 2:

q111 := 0:

q112 := 1:

q211 := 0:

q212 := 3:

q121 := 2:
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q122 := 0:

q221 := 1:

q222 := 0:

r111 := 2:

r121 := 0:

r211 := 0:

r221 := 0:

r112 := 0:

r122 := 0:

r212 := 0:

r222 := 3:

alpha := x1*(p111*y1*z1+p112*y1*z2+p121*y2*z1+p122*y2*z2) +

x2*(p211*y1*z1+p212*y1*z2+p221*y2*z1+p222*y2*z2):

beta := y1*(q111*x1*z1+q112*x1*z2+q211*x2*z1+q212*x2*z2) +

y2*(q121*x1*z1+q122*x1*z2+q221*x2*z1+q222*x2*z2):

gemma := z1*(r111*x1*y1+r121*x1*y2+r211*x2*y1+r221*x2*y2) +

z2*(r112*x1*y1+r122*x1*y2+r212*x2*y1+r222*x2*y2):

# alpha, beta and gemma are expected payoff of players 1,2 and 3

# respectively.

p1 := (alpha-p111*y1*z1-p112*y1*z2-p121*y2*z1-p122*y2*z2):

p2 := (alpha-p211*y1*z1-p212*y1*z2-p221*y2*z1-p222*y2*z2):

p3 := (beta-q111*x1*z1-q112*x1*z2-q211*x2*z1-q212*x2*z2):

p4 := (beta-q121*x1*z1-q122*x1*z2-q221*x2*z1-q222*x2*z2):

p5 := (gemma-r111*x1*y1-r121*x1*y2-r211*x2*y1-r221*x2*y2):

p6 := (gemma-r112*x1*y1-r122*x1*y2-r212*x2*y1-r222*x2*y2):

# p1,...,p6 constitute game system GS of the input game.

J := Jacobian([p1, p2, p3, p4, p5, p6], [x1, x2, y1, y2, z1,z2]):

# For successive approximation of solution tuple we compute Jacobian

# matrix J.
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Ji := MatrixInverse(J):

# Inverse of the Jacobian matrix J is Ji.

fx := Vector(1..6,[p1, p2, p3, p4, p5, p6]):

# The vector valued function constructed out of the GS.

Jifx:=Ji.fx:

# Evaluation of Ji at fx.

n:=1;

# first guessed solution tuple.

ar := array(1 .. 6,[1/2,1/2,1/2,1/2,1/2,1/2]):

tr := array(1 .. 6,[0, 0, 0, 0, 0, 0]):

while n < 5

do

eJifx:= eval(Jifx,[x1=ar[1], x2=ar[2],

y1=ar[3], y2=ar[4], z1=ar[5],z2=ar[6]]):

tr := eJifx:

ar[1] := evalf(ar[1]-tr[1]):

ar[2] := evalf(ar[2]-tr[2]):

ar[3] := evalf(ar[3]-tr[3]):

ar[4] := evalf(ar[4]-tr[4]):

ar[5] := evalf(ar[5]-tr[5]):

ar[6] := evalf(ar[6]-tr[6]):

e:= (ar[1]^2+ar[2]^2+ar[3]^2+ar[4]^2+ar[5]^2+ar[6]^2)^(1/2);

n:=n+1;

end do;

# The while loop above evaluates the successive approximations of

# the sample solution.
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with(PolynomialTools):

ar[1];xm:=MinimalPolynomial(ar[1], 2);

ar[2];MinimalPolynomial(ar[2], 2);

ar[3];ym:=MinimalPolynomial(ar[3], 2);

ar[4];MinimalPolynomial(ar[4], 2);

ar[5];zm:=MinimalPolynomial(ar[5], 2);

ar[6];MinimalPolynomial(ar[6], 2);

# The MinimalPolynomial function converts the approximation of

# roots saved in ar[1],...,ar[6] in to equivalent minimal

# polynomial form.

xroots:=solve(xm);

yroots:=solve(ym);

zroots:=solve(zm);

Selected Output

n := 1

eJifx :=




−155
774

310
1161

181
1548

− 181
1161

16
387

− 32
1161






tr :=




−155
774

310
1161

181
1548

− 181
1161

16
387

− 32
1161




ar 1 := 0.7002583979

ar 2 := 0.2329888028

ar 3 := 0.3830749354

ar 4 := 0.6559000861

ar 5 := 0.4586563307

ar 6 := 0.5275624462

e := 1.268969937
...

eJifx :=




0.000004959766902

0.000003274264997

0.000003125603050

0.000006367529572

0.000001372035271

0.0000009976326461




tr :=




0.000004959766902

0.000003274264997

0.000003125603050

0.000006367529572

0.000001372035271

0.0000009976326461






B.2. Equilibria of IPIE Game

ar 1 := 0.7282202113

ar 2 := 0.2717797887

ar 3 := 0.3588989435

ar 4 := 0.6411010566

ar 5 := 0.4717797888

ar 6 := 0.5282202113

e := 1.282801897

n := 5

0.7282202113

xm := 9− 16 X + 5 X 2

0.2717797887

−2 + 6 X + 5 X 2

0.3588989435

ym := −3 + 8 X + X 2

0.6411010566

6− 10 X + X 2

0.4717797888

zm := −3 + 4 X + 5 X 2

0.5282202113

6− 14 X + 5 X 2

xroots := 8/5 + 1/5 sqrt (19) , 8/5− 1/5 sqrt (19)

yroots := −4 + sqrt (19) , −4− sqrt (19)

zroots := −2/5 + 1/5 sqrt (19) , −2/5− 1/5 sqrt (19)
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