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Abstract

In this work we generalize the computational geometric curve reconstruction approach to curves
embedded in Riemannian manifolds. We prove that the minimum spanning tree, given a sufficiently
dense sample, correctly reconstructs smooth arcs which can be used to reconstruct simple closed
curves in Riemannian manifolds. The proof is based on the behavior of a curve segment inside a
tubular neighborhood of the curve. To take care of the local topological structure of the underlying
manifold, a tubular neighborhood is constructed using the injectivity radius of the underlying Rie-
mannian manifold. We also present examples of successfully reconstructed curves and apply curve
reconstruction to ordering motion frames.

To give a specific example, think of a graphic game designer designing a game. To design a
path of an object and the way the object moves along that path he must first create a sequence of
orientations and displacements in the space. A typical method of animation is to begin with the
first frame and the last frame. The graphic designer will create in between frames iteratively. For
the movements along the path, he may create intermediate frames in an order which best suits his
imagination. Now he provides these frames to an interpolator. At this stage he is also required to
provide an ordering of the frames to the interpolator.

Results presented in this work provide a way to automate the process of ordering the frames
created by a graphic designer. In this work we present a uniform sampling criterion, an ordering
algorithm and an interpolation scheme that reconstructs an approximation to the original motion.

In addition an attempt has been made here to generalize the computational geometric curve recon-
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struction approach to curved spaces (Riemannian Manifolds). This problem is at the junction of

Computational Geometry and Differential Geometry.
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Synopsis

Connect the dots 1is a classic puzzle, wherein for a given set of dots (sample points) in a plane we
are supposed to connect the dots using a proximity criterion, to form a closed figure. The curve
reconstruction problem can be thought of as that of connecting the dots. Reconstructing a curve
from an arbitrary set of sample points is a non-trivial problem, since there may be a variety of ways
to connect the points. A brief review of the work carried out in the area of curve reconstruction
is presented in [14]. It discusses the reconstruction of curves embedded in R" (endowed with the
standard metric). The curve reconstruction problem falls in a subclass of the more general problem
of manifold reconstruction. The focus in this field has been on the reconstruction of manifolds
embedded in R"™. Reconstruction of manifolds of co-dimension one is dealt with in [20].

For curves in a plane, in [13], the Euclidean Minimal Spanning Tree (EMST) is proposed for
reconstruction. The approach is based on the combinatorial characterization of minimal spanning
paths. The behavior of arcs inside the tubular neighborhood is a key ingredient of the approach. A
limitation of EMST-based reconstruction is that it relies on a dense uniform sample. This limitation
of uniform sampling has been overcome by a more intuitive sampling strategy based on the medial
axis. In [4], the problem of reconstruction has been solved for curves in a plane with a non-uniform
sampling criterion. It recommends more samples to be taken where the details are more, i.e. the
sampling is based on the local feature size of the curve, measured as the least distance from the
curve point to the medial axis of the curve. Reconstruction of curves in R” is solved in [15].

The above mentioned approaches using non-uniform samples are based on the characterization of

viil



Synopsis Curve Reconstruction in Riemannian Manifolds

Voronoi construction and in particular on the empty circle property [14]. They are combinatorial in
nature. All the combinatorial curve reconstruction approaches based on the Voronoi construction
have been unified and presented in [18]. They have been shown to be instances of what are known
as restricted Delaunay complexes and differ only in the way the restriction is put on the simplicial
complex.

In this work we extend the computational geometric curve reconstruction approach to curves
embedded in curved spaces. As an example, take an object in space undergoing a rigid body
motion. Suppose we have captured some frames of this motion, but these frames are jumbled up
(the ordering is lost). We want to reconstruct the original motion from this sample set (of frames).
If this motion is represented by a curve in the special euclidean group then the problem is of
reconstructing a curve in a Riemannian manifold. We pose the problem of curve reconstruction in
the Riemannian manifolds as follows. Let C be a smooth, closed and simple curve in a Riemannian
manifold M . Given a finite sample, S C C, reconstruct C. The first step towards the solution of
the problem of curve reconstruction requires to define a criterion for an appropriate sample S. Next
it demands to suggest an algorithm to introduce an order on the sample. And the final step involves
suggesting a suitable interpolation scheme for the ordered sample set.

To the best of our knowledge, no results have so far been reported in this direction, where the
curve to be reconstructed is embedded in a curved space. John Nash proved in [31] that every
Riemannian manifold can be isometrically embedded into some Euclidean space. So one might
get tempted to think that if we are able to reconstruct curves in R"™ we must also be able to recon-
struct curves in Riemannian manifolds. But it is difficult to construct such an isometric embedding.
This inadequacy of knowledge of the isometric embedding has prompted researchers to work in
Riemannian manifolds intrinsically. And for that we refer to the intrinsic geometrical ideas in
differential geometry [22]. That brings us to the junction of the computational geometry and differ-
ential geometry. We use the well developed theory of differential geometry and extend the results

of curve reconstruction in R" to Riemannian manifolds. The motivation is the growing applications
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Synopsis Curve Reconstruction in Riemannian Manifolds

of manifold methods in robotics, graphics and computer vision.

Since our work focuses on curves in Riemannian manifolds we begin by defining a distance
metric on manifolds useful in applications. We use variational as well as geodesic curvature based
approaches for computing geodesics. Both the formulations lead to the same system of non-linear
ordinary differential equations as shown in [22]. The geodesics are computed numerically in prac-
tice.

A Riemannian manifold M is defined as a differentiable manifold with the Riemannian metric
defined at every point of the manifold in [17]. This Riemannian metric defines an inner product in
the tangent space at every point on the manifold. The inner product in turn equips the connected
Riemannian manifold M with a distance metric. The distance between two points on M is defined
as the distance of the shortest geodesic path connecting them. As an example, consider the distance
between two points in R”, with the standard inner product defined on R". It is computed as the
length of the straight line segment connecting them. Geodesics on a manifold are similar to straight
line segments in euclidean space. In this way, we can construct the distance metric for every
connected Riemannian manifold.

We compute geodesics on the sphere and a few surfaces. Since surfaces are isometrically em-
bedded in the R3, it is relatively straight forward to work with surfaces. The standard inner product
on R? can be used to find lengths of the curve on surfaces. But for many useful manifolds such
isometric embeddings are not known, for example SF(3), the special euclidean group acting on
objects in R3. Along with being a smooth manifold, SE(3) is also a group. Such groups are called
Lie groups. In general, the group of rigid body motions in R" is the semi-direct product of the
special orthogonal group SO(n) and R™. There does not exist any bi-invariant Riemannian metric
on SE(3). In [33], a physically meaningful left-invariant Riemannian metric is defined on SF(3).
The physical implication of the left invariance is the freedom of choice of the inertial frame. More-
over, with a particular choice of Riemannian metric on SE(3), closed form expressions for exp

and log maps are derived in [52]. The formulation can be easily generalized to any n. We compute
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geodesic path between two configurations of SF/(3) and compute the distance between them using
the exp map, a map which maps a Lie algebra diffeomorphically to its Lie group, and the log map.

With the distance metric defined, M becomes a metric space. Since C is a compact submanifold
of M, there exists a finite subcover of C for every open cover, [17]. This indicates a possibility of
sampling the curve at finite locations. The concept of ¢ net, defined in [50], captures the idea of
such a sampling very well.

The medial axis M of a curve C C M, is the closure of the set of points in M that have at least
two closest points in C. We present a few observations related to the medial axis for a curve on a
surface embedded in R3. The curve in space and the curve in surface are two different entities. For
some cases, it is possible to define surfaces so that the curve when lying on the surface requires
coarser sampling than the same curve lying in R3. But this demands knowledge of the underlying
surface.

With the help of an example of a curve on a surface we show that medial axis based sampling
becomes meaningless on arbitrary manifolds. And we point out that the reason for the breakdown
is the gaussian curvature of the surface at the points in the region enclosed by the closed curve.
The injectivity radius of the underlying manifold is key in understanding this difficulty in sampling
a curve. Our sampling criterion is based on the tubular neighborhood of the curve which is well
within the injectivity radius of the manifold. It can be shown that if ¢ € M — C,,(p) then there
exists a unique minimizing geodesic joining p and ¢, where C,,(p) is the cut locus of the point p
in M. In [17], i(M) = infyepr d(p, Crn(p)) is defined as the injectivity radius of M. In [42] the
tubular neighborhood for a curve is constructed by taking the union of all the normal geodesics to
the curve, assuring the injectivity of the exp map along these normal directions. Instead, as shown
in [40], we propose to work inside the injectivity radius to deal with the problem in sampling.

We give an alternate proof for curve reconstruction by EMST in R?. We present a result giving
relationship between the sampling density and the curvature of the curve. The claim about the

flatness of the sample inside a tubular neighborhood was proved in [13]. The argument rests on what
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happens outside the tubular disc. In our argument we do not use the curvature center explicitly. And
with the help of the orthogonality of the boundary of the geodesic ball centered at a point and the
geodesics passing through this point, we extend this proof to arbitrary Riemannian manifolds. The
crucial argument in the proof is Gauss’s lemma [17]. It defines the local geodesic polar coordinates
at a point on the Riemannian manifold. Once the flatness of a sample is assured, the proof for
re-ordering by EMST is essentially the same as in [13].

Once we have introduced an order on the sample we propose to use the de Castelaju algorithm
prescribed in [1], for interpolating the ordered points in M. For illustrating the algorithm, we
interpolate ordered points in R™, on a sphere, and surfaces. We interpolate between two config-
urations in SFE(3) and compare the results with different initial conditions. We also introduce a
partial geodesic interpolation scheme for interpolation in SE(3), where geodesic interpolation is
used to interpolate between rotations and spline segments are used to interpolate between positions
for smoothness.

For experimentation we have taken up examples of curves on a sphere and a few other surfaces.
We compute the distances between sample points of a curve on these surfaces numerically and
reconstruct the curve with MST. We show a potential application of curve reconstruction in S E(2)
for ordering the video frames. Here we take the clue from an object in a video which is undergo-
ing a rigid motion, and re-order the frames by re-ordering the sample points in SFE/(2). Next we
experiment with curves in SE/(3) and show successfully reconstructed curves with applications to
graphics and robot path planning. We consider a manifold which has elements of similar kind to
SE(2). The difference is that it also includes scaling with respect to the center of mass of the ob-
ject. We present an example of a successfully reconstructed curve in this manifold. This manifold
is useful for applications which involve object tracking, for example the study of cell growth.

In conclusion, this work shows that the MST gives the correct geodesic polygonal approxima-
tion to smooth, closed and simple curves in Riemannian manifolds, assuming the sample is dense

enough and we work inside the injectivity radius. We have worked out a conservative bound for
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uniform sampling of a curve in a Riemannian manifold. The effect of the local topological behav-
ior of the underlying manifold is clearly identified and resolved by working inside the injectivity
radius. In general the scheme works for smooth arcs with endpoints also. If we work inside the
injectivity radius of the underlying manifold we have taken care of the topological changes but to
take care of geometric changes we need to work inside the convexity radius as well, as discussed in
[27]. We believe that, with careful modifications, results of non-uniform sampling for curves in R"
are transferable to curves in a Riemannian manifold. As an extension to this work, we would like

to work out the necessary proofs and carry out simulations in this direction to support our claim.
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Chapter 1

Introduction

1.1 Introduction

With the advent of digital scanning technologies and digital processing media, people are trying to
come up with sampling strategies that will preserve the information content of signals even after
sampling. Take for example a document scanner. Let’s say a lot of handwritten documents are
required to be preserved by converting them into digital form. Since documents have different
features in terms of hand writing, font sizes, languages in which the documents are written etc., the
decision regarding the minimum resolution of the scanner becomes important. This in some sense
is similar to Nyquist’s sampling criterion for band limited signals in signal processing.

To motivate the problem of curve reconstruction from sample points, let us consider the game
of connecting the dots. Connect the dots is a classic puzzle, see Figure 1.1(a), wherein for a given
set of dots we are supposed to connect the dots based on the proximity criterion to form a closed
figure as shown in Figure 1.1(b).

The curve reconstruction problem can be thought of as one of connecting the dots. The idea is
quite similar to reconstruction theorem for band limited signals in signal processing. The difference

is in terms of ordering of the sample points. When we talk about signals being sampled we have
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WA
\\ ——

(a) Given dots (b) After connecting the dots

Figure 1.1: Connect the dots

a predefined ordering available on the sample. And by reconstruction we mean an interpolation
scheme that approximates the original digitized signal. On the other hand in case of reconstruction
of curves, the samples are required to be ordered based on the proximity criterion, and then a
suitable interpolation scheme is used to approximate the original curve.

Thus the problem of curve reconstruction can be divided into three parts:
1. Establish a proper sampling criterion for the curve.

2. Suggest a provable ordering algorithm based on the sampling criterion.
3. Interpolate the ordered sample and approximate the original curve.

Curve reconstruction falls in the class of geometrical modeling problems. It is an instance of the
more general manifold learning problem, where the objects to be reconstructed are not only curves
but surfaces, volumes, and higher dimensional geometrical entities. The problem of reconstruction
starts with a point cloud (sample) of an object and the expectation is to come up with a parametric
model for the object. This model is then used for computational purposes.

A curve C is a function C : [0, 1] — M, where [0, 1] C R and M is a differentiable manifold.
To start with, let us assume that the curve is lying in an n- dimensional Euclidean space so that M

is R" for some n > 0. In general, reconstructing the curve from given sample points is a non-trivial
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problem, since there may be a variety of ways to connect the points. In practice the curves we
examine are mostly differentiable. The class of curves that are smooth (infinitely differentiable),
closed (C(0) = C(1)) and simple (no self intersections) is of vital importance in pattern recognition,
graphics, image processing and computer vision*. For example the objects in images are identified
by closed contours representing their shapes.

To begin with, it is essential to see whether it is in fact possible at all to sample the curve at
finite locations without losing the details of the curve. In this context we may recall that for a
compact set, every open cover has a finite sub-cover. To appreciate the possibility that a compact
set provides us with, let us look at a definition of an e-net. If ¢ > 0 is given, a subset S of C is
called an e-net if S is finite and C C UgesB:(s), where B.(s) is an open ball in M with radius ¢.
In other words, if § is finite and its points are scattered through C in such a way that the distance
of each point of C is less than ¢ from at least one point of S. This shows a possibility of a finite
representative sample set of C. The concept of e-net captures the idea of sampling very well. We
see in the literature that the bounds on ¢ for uniform sampling and the ways in which non-uniform
sampling criteria are suggested try to essentially capture the very notion of e-net.

The definition of a curve in a differentiable manifold is suggestive of the fact that the curves we
are interested in are lying in more general spaces than Euclidean. We do have an isometric embed-
ding theorem by Nash which says that every compact Riemannian manifold can be embedded into
a Euclidean space R" for sufficiently large n. However, it is difficult to construct such an isometric
embedding. So we work in the domain of curved spaces and develop results about reconstructing
curves on Riemannian manifolds. This work is at the junction of two disciplines of mathematics
namely, differential geometry and computational geometry. During the course of this work, we
have created a wide range of examples and simulations. These will help us understand concepts

from both the domains.

*Each of the terms smooth, closed, simple will be discussed in detail in Chapter 3.



1. Introduction 1.2. Problem Statement

1.2 Problem Statement

We pose the problem of curve reconstruction in Riemannian manifolds as follows.

Let C be a smooth, simple, and closed curve in a Riemannian manifold M . Given

a finite sample, S C C, reconstruct C.

The first step towards a solution of the problem of curve reconstruction requires us to define a
criterion for obtaining an appropriate sample S. Next, it requires us to suggest a provable algorithm
to introduce an order on the sample. The final step involves suggesting a suitable interpolation
scheme for the ordered sample set.

For example take an object in space undergoing a rigid body motion. Suppose we have captured
some frames of this motion, but these frames are jumbled up (the ordering is lost). We want to
reconstruct the original motion from this sample set (a set of motion frames). If this motion is
represented by a curve in the special euclidean group then the problem is of reconstructing the
curve in a Riemannian manifold.

Think of a graphic game designer designing a game. To design a path of an object and the way
the object moves along that path he must first create a sequence of orientations and displacements
in the space. A typical approach to animation is to begin with the first frame and end with the
last frame. The graphic designer will create in between frames iteratively For the movement along
the path, he may create intermediate frames in an order which best suits his imagination. Now he
provides these frames to an interpolator. At this stage he is also required to provide an ordering of
the frames to the interpolator.

Results presented in this work provide a way to automate the process of ordering the frames
created by a graphic designer. In this work we present a sampling criterion, an ordering algorithm
and an interpolation scheme that reconstructs an approximation to the original motion. We have
made an attempt to extend the computational geometric curve reconstruction approach to curved

spaces (Riemannian Manifolds). Instances of applications of curve reconstruction in curved spaces
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are sparsely present in literature, see for example, edge grouping in [9], and DT-MRI tractography
in [8]. In [9], voronoi diagram construction is used for perceptual grouping of points on a curved
surface.

To the best of our knowledge, no results have so far been reported in this direction, where the
curve to be reconstructed is embedded in a curved space. John Nash proved in [31] that every
Riemannian manifold can be isometrically embedded into some Euclidean space. So one might get
tempted to think that if we are able to reconstruct curves in R we must also be able to reconstruct
curves in Riemannian manifolds. But it is difficult to construct such an isometric embedding. This
inadequacy of knowledge of the isometric embedding has prompted researchers to work in Rie-
mannian manifolds intrinsically. For that we refer to the intrinsic geometrical ideas in differential
geometry [22]. That brings us to the junction of computational geometry and differential geometry.
We use the well-developed theory of differential geometry and extend the results on curve recon-
struction in R™ to Riemannian manifolds. The motivation is the growing application of manifold
methods in robotics, graphics and computer vision.

The Riemannian manifold we are interested in, i.e. the euclidean motions SFE(3), SE(2), are
endowed with an additional structure of a group and thereby give us Lie groups to work on. SE(3)
is well-studied in physics and mathematics. S E(2) is used to model the set of configurations of an
object under euclidean motion and is explored in the domain of image processing for segmentation
as well as in object tracking where one is interested in the constrained evolution of a curve under
the action of SE(2), [29]. SE(3) is used extensively in robotics for path planning and motion
planning of robots. It is also useful in computer vision and graphics. No bi-invariant metric ex-
ists on SE(3). With the Riemannian metric defined on it, the exponential map and further a left
invariant distance metric on SF(3) is expressed in a closed form. We give examples of success-
fully reconstructed curves in SE(2) and SE(3). We show an application of curve reconstruction in
SE(2) for ordering video frames. We show that for densely sampled curves, the minimal spanning

tree (MST) gives a correct polygonal reconstruction of curves in Riemannian manifolds. It can be



1. Introduction 1.3. Literature Survey

shown that the problem of curve reconstruction is equivalent to that of traveling salesman problem.
In [2], the authors show that in the context of curve reconstruction, the traveling salesman tour can
be constructed in polynomial time. After ordering, we interpolate the ordered point set by a partial
geodesic interpolation scheme. To ensure smoothness at the sample points, we also propose to in-
terpolate samples using de Casteljau algorithm assuming that the boundary conditions are known.
It is possible to tackle a noisy sample both in combinatorial and variational curve reconstruction
approaches, see for example [13] and [49]. However, in this work, we do not discuss issues related

to noisy samples.

1.3 Literature Survey

There exist a variety of approaches for reconstructing a curve embedded in R” from its sample
points. In a broad sense, we can be divide them into two categories: algebraic and combinatorial.
In an algebraic approach the set of sample points is used for arriving at an estimate of the curve
in terms of a parametric or an implicit form. This leads to a variational formulation as prescribed
in [49]. The well developed theory of deformable models, presented in [48], is the driving force

behind this development.
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(a) Discontinuity in the curves

/

(b) Contours latched on to the discontinuous curves

Figure 1.2: An application of deformable models (active contours) to detect a connected boundary
of an object from given disconnected edges
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In Figure 1.2, active contours are used to provide connected boundaries for the disconnected
edges of various shapes. To latch on to the disconnected object boundaries we have used gradient
vector flow based active contours. More on gradient vector flow force field can be found in [51].
This example is taken from the work carried out by Pratik Shah and Asim Banerjee in [39].

The intersection of two surface patches is, usually a non-planar curve. This observation is ex-
plored in [45] to implicitly describe a curve which best fits the given sample points. This approach
tries to minimize the approximate mean square distances between the curve and the sample points.
To illustrate this approach we provide here a simple example of a circle. Let us consider that a

sample of points of this circle is given. In Figure 1.3, we show an estimate of the curve as an
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Figure 1.3: Intersection of two surfaces as a least square fit to noisy sample points of a circle

intersection of two surfaces, a plane and a parabolic surface. The work carried out in the field of
algebraic curve and surface fitting can be followed in [46], [47]. In [7] the authors present least

squares fitting for surface data.
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The other approach, which is based on voronoi diagrams and computational morphology based
sampling conditions is, known in the literature as combinatorial curve reconstruction. The literature
in this field has grown rapidly. Since we will be following this approach, we prefer to discuss it in
detailed fashion. We begin with a quick review of curve reconstruction in the plane, keeping the
notations and definitions as general as possible. A curve, for our purpose, is a function C : [0, 1] —
M. More specifically looking at the application at hand, we restrict M to be a differentiable
manifold. We will use the symbol C interchangeably for this function and its image. A subclass
of curves, that are smooth and simple is of vital importance in pattern recognition, graphics, image
processing and computer vision. Since it is an image of a compact interval, C is a one dimensional
compact manifold.

If M is R? then the problem is of reconstructing curves in a plane and C is planar. R? along
with the standard Euclidean distance metric becomes a metric space. Naturally the question arises
that, is it always possible to have a finite sample set S C C which captures everything about C? As
discussed earlier the concept of an e-net captures the idea of sampling criterion very well. Since
the domain of C is compact every cover of it will have a finite subcover, this shows a possibility
of a finite representative sample set of C. In other words if S is finite and its points are scattered
through C in such a way that each point of C is distant by less than ¢ from at least one point of S.

In [13], based on a uniform sampling criterion, an Euclidean MST is suggested for the recon-
struction. In the initial phase of the development, use of a uniform sampling criterion was the
bottleneck. The first breakthrough came with the non-uniform sampling criterion suggested based
on local feature size by [4]. Unlike uniform sampling, it samples the curve more where the details
are more. Non-uniform sampling is based on the medial axis of the curve. The medial axis of a
curve C is closure of the set of points in M which have two or more closest points in C. A simple
closed curve in a plane divides the plane into two disjoint regions. Medial axis can be thought of as
the union of disjoint skeletons of the regions formed by the curve. The local feature size, f(p), of

a point p € C is defined as the Euclidean distance from p to the closest point m on the medial axis.
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C is e-sampled by a set of sample points S if every p € C is within distance ¢ - f(p) of a sample
point s € §. The algorithm suggested in [4] is based on voronoi and its dual delaunay triangulation.
All delaunay based approaches can be put under a single formalism, the restricted delaunay com-
plex, as shown in [18]. Every approach is similar in construction and differs only in how it restricts
the delaunay complex. The crust [4], and further the NN-CRUST, an improvement suggested in
[14], can handle smooth curves. In some cases, it is possible to tackle curves with boundaries and
also curves in RY, [14]. euclidean space. The CRUST and NN-CRUST assume that the sample
S is derived from a smooth curve C. The question of reconstructing non-smooth cuves has also
been studied. Extensive experimentation with various curve reconstruction algorithms is carried
out in [3]. In [15] an extension of NN-CRUST to R¢ is presented, which opens up possibilities of
extending the existing delaunay based reconstruction algorithms to higher dimensional euclidean
spaces. We show an example of a curve in S E/(2) reconstructed by NN-CRUST.

Looking at the importance of the results and the amount of work carried out in this field, in
the next chapter we give a systematic development of results in the domain of combinatorial curve
reconstruction. This will help us to understand the current status of the problem. It will also
provide us with the machinery required to understand the curve reconstruction problem in more

detailed fashion.

1.4 Contributions

To the best of our knowledge no efforts are reported in the domain of curve reconstruction for
reconstructing curves in a curved space. We pose the problem of curve reconstruction for curves
embedded in Riemannian manifolds for the first time. Take for example a curve in SFE/(3) with its
sample points as shown in Figure 1.4. This work utilizes the concepts from the intrinsic geometrical
approach taken by differential geometry to handle curved space. In this thesis, we extend the

computational geometry based approach for curve reconstruction to higher dimensional curved
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Figure 1.4: A sample S of a curve C C SE(3)

spaces. First we present a few observations and a counter-example for the sampling criterion based
on medial axis. We show that the necessary condition on ¢, to form a tubular neighborhood of a

simple closed curve, is explicitly given by;

(1.1)

| =

where k = max,¢c k(p), refer to Proposition. 5.4. Further we give a revised sampling criterion for

curves in the Riemannian manifold as

e < min {inf f(p),i(M)} (1.2)

peC

where, i(M) is the injectivity radius of the manifold M, refer to Proposition 5.8 . In this work
we provide an alternate proof of the flatness of a curve inside a tubular neighborhood for curves in

the plane. Next the proof of flatness of curve segment inside a tubular neighborhood is extended

10
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to the general Riemannian manifold. We show that it is possible to re-order the samples by Mini-
mal Spanning Tree (MST). For the ordered sample points in Riemannian manifold, we present an
interpolation scheme based on the de Casteljau algorithm, refer to Chapter 6. Finally to validate
our proposed scheme we provide a few examples of curve reconstruction for curves on Riemannian
manifolds. We have selected underlying Riemannian manifolds that are widely used in engineering
applications (sphere, surfaces, SF(3) and SFE(2) with scaling). See for example, a point sample

and the reconstructed curve in SFE/(3) in Figure 1.5.

Figure 1.5: Reconstructed curve in SFE(3)

1.5 Thesis Organization

This section briefly describes the organization of the thesis.
The thesis is divided into eight chapters. The first chapter provides an introduction to the
problem and motivation for the study. It also provides a basic literature survey which is then

extended with the help of suitable examples in Chapter 2. Chapter 2 is an extended literature survey,

11
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where we discuss and present the important results on curve reconstruction in R™ from the literature
on combinatorial curve reconstruction. We also show a few instances of curves reconstructed in R"
using results in the literature available. We have implemented these algorithms and have created a
set of examples of curve reconstruction which are presented in Chapter 2. To show that the NN-
CRUST takes care of disjoint components of a curve, we have experimented with curves in R? and
we exhibit an example at the end of Chapter 2.

In this thesis, as clearly stated in the introduction, we pose the problem of curve reconstruction
in higher dimensional curved spaces. To deal with samples on curved spaces, we first examine the
notion of distance on surfaces and then we move on to define distances on more general manifolds.
In Chapter 3 we give a short review of the definitions and concepts required to work on Riemannian
manifolds.

The Riemannian manifolds we are interested in and which will be used in simulations are
explicitly presented in Chapter 4. In this chapter we show that how a particular metric is actually
defined on the Riemannian manifolds from the Riemannian metric (inner product). This chapter
contains examples of Riemannian manifolds starting from R" to the curved spaces like surfaces
and the Euclidean motion group SFE(3). We also take up an example of an implicitly defined
Riemannian manifold and describe a way to compute geodesics on it. Geodesics on each of the
Riemannian manifolds discussed in this chapter are computed using MATLAB.

Once we have a distance metric defined on Riemannian manifolds, in Chapter 5 we define the
tubular neighborhood of a given smooth curve in a Riemannian manifold. We propose a bound
on ¢ for construction of a tubular neighborhood of a curve based on the radius of curvature at
each point of the curve in plane. With the help of two example curves on surfaces, we present
observations to show how the underlying manifold affects the sampling density. We give a counter
example to the local feature size based sampling process and also show that the cause of the failure
- the gaussian curvature of the underlying manifold which is associated with the cut-locus. In this

chapter, we give a proof of flatness of the curve segment connecting two consecutive sample points

12
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of the dense sample of the curve.

In Chapter 6, we prove that the Minimum Spanning Tree (MST) correctly re-orders the dense
sample. Here we will model the point sample on the curve as vertices of a graph and form a com-
plete graph with edge weights equal to the distances between two points on the underlying Rie-
mannian manifold. In this chapter we also propose a Bezier interpolation scheme for interpolating
the sample to approximate the original curve.

The simulations and examples of the reconstructed curves are presented in Chapter 7 of the
thesis. Here we consider curves on a sphere (5?), and on special Euclidean groups (SE(2), SE(3))
and on SFE(2) with scaling. We present successfully reconstructed curves in all the above men-
tioned Riemannian manifolds. We also show an application of curve reconstruction for ordering
motion frames.

Finally we conclude in Chapter 8 with comments on noise in the sampling process. We also

discuss possible future direction for work on the curve reconstruction problem.
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Chapter 2

Curve Reconstruction in R"

The curve reconstruction problem has its roots in edge-detection in images and in applications such
as shape analysis in pattern recognition and classification. The idea behind curve reconstruction is
to build a parametric model of a point cloud (sample) which is representative of the original object
from which the point cloud was derived. In 1980s, a few graph based algorithms were suggested
to tackle this problem in R?. Examples of these graph theory based approaches are the 3-skeleton
of Kirkpatrick and Radke [26]; the « shapes of Edelsbrunner, Kirkpatrick and Seidel [19] and the
influence graph of Toussaint [6]. With the advent of scanning technologies, one started looking at
efficient sampling mechanisms for objects with various shapes and sizes. This was the motivation
for most of the work done on shape modeling with the help of finite sample points. This includes
algorithms that guarantee reconstruction of the shape from these finite sample points, up to some
topological correctness. Usually, we would like to have a homeomorphism between the shape and
the approximation reconstructed from the finite sample of that shape. The shape of an object in
plane is represented by the boundary curve of that object. In this chapter, we will discuss the
methods for reconstructing curves in the plane and R". In other words we assume that the curve is
in R™.

We present here a systematic development of the concepts and algorithms in the field of combi-

14
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natorial curve reconstruction. We have implemented and experimented with various algorithms for
curve reconstruction that are available in literature. All the example curves and figures presented

in this chapter are results of simulations that we have carried out in MATLAB.

2.1 A Curve in the Plane

Given an arbitrary set of sample points of a curve, it is not possible to reconstruct the curve based on
the proximity criterion, since, there are varieties of ways in which we can connect the sample points.
Let us first look at the difficulty involved in the reconstruction process based on the proximity

criterion. To illustrate the point let S C C be a finite sample of the curve C € R? with points
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Figure 2.1: Confusion due to lack of samples at the corners or the high curvature region of the
curve

{s1,82, .., Sk Skt1,---+5j,-..,Sn—1}. As shown in Figure 2.1, if we try to connect the sample
points based on the nearest neighbor criterion or if we try to re-order the sample via Minimal
Spanning Tree as suggested in [13], the confusion at sy, is clearly visible. The reason is proximity
based decision : d(sg, sk+1) > d(Sg,s;), where d( ) is the standard Euclidean distance metric
defined on R?. Similar examples can be found in [4]. In a word, it is not possible to re-order
an arbitrary sample of the curve. The above argument indicates that we must take care and avoid
the possibility of confusion in the high curvature region of the curve by taking a sufficiently large

sample. The problem is not resolved fully, since there might be a situation where even though the
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curvature of the curve is not high, the re-ordering is still difficult. This is shown in Figure 2.2

below. In this example, sample points on opposite sides s and s,,, are taken as neighbors.
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Figure 2.2: Confusion at a region of low curvature

In conclusion, these issues motivated a sampling criterion based on the medial axis. The medial
axis M of a curve C is defined as the closure of the set of points in the plane which have two or
more closest points in C. The voronoi diagram of the finite sample S of C tries to approximate the
medial axis of C. In fact, in practice the medial axis (skeleton) of any shape is approximated by the
voronoi vertices of the voronoi diagram, see for example [16]. The concept of least feature size has
emerged in the search for a uniform sampling criterion for a given curve, based on its medial axis.

In Figure 2.3, the feature size function is evaluated at point s, € C denoted by f(sx.1), which is

Figure 2.3: Medial axis and the feature size function

the distance of point s to the medial axis M of C. Least feature size (LF'S(C)) is defined as the

least distance from C to the medial axis M.
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To begin with, a tubular neighborhood based criterion for curve reconstruction was suggested
in [13]. The authors suggested to sample the curve with the least feature size (LFS) €. A tubular
neighborhood for a curve C is defined as a set 7" containing C such that every point of 7" belongs
to exactly one line segment totally contained in 7" and normal to C. They define a dense sample
as a sample § C C, such that for some ¢ > 0, no two consecutive sample points are more than ¢
apart, and the closed disks of radius € centered at the sample points, form a tubular neighborhood
of C. Such an € > 0 always exists for smooth simple curves and smooth non-intersecting arcs, see
[42]. Tt is proved in [13] that given a dense sample of a curve C, it is possible to reorder the sample
and reconstruct the curve with a polygonal approximation. It is not difficult to show that, for ¢ less
than the least feature size the generated sample will always be dense. In fact, we will prove this in
Proposition in Chapter . Furthermore, de Figueiredo and de Miranda Gomes in [13] also provide
a simple heuristic and suggest a graph theoretical approach to deal with noisy samples of a curve.
Moreover, they also show that EMST can reconstruct curves with boundaries from a sufficiently
dense uniform sample.

But, this requires a high uniform sampling of the curve. A sample S of a curve C is called
d-uniform if each point z € C has a sample point withing a fixed distance . In [4], the authors
show a way to reduce the sampling density. This was the first breakthrough in reconstructing
curves from a given non-uniform sample. The CRUST and [3-skeleton proposed by Amenta, Bern
and Eppstein in [4] provided a way to relax the sampling density criterion from uniform to non-
uniform samples. The required sampling density varies with the local feature size on the curve. The
suggested thumb rule is, sample the curve more frequently where the details are more, similarly
the regions of less details are sampled less densely. By details we mean curvature at points on
that curve. The motivation for the CRUST, defined in [4], is based on the voronoi construction. It
essentially considers the fact that voronoi vertices in the voronoi diagram of a finite point set S,
approximate the medial axis of S. If S is a finite set of points in the plane, and V' is the set of

vertices of the Voronoi diagram of S, then an edge between s;, s, € S belongs to the CRUST of
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S if there is a disk, empty of points in S U V, touching s; and s,. For an alternate characterization
of CRUST refer to [4].

The condition for sampling a smooth curve in [4] is based on a local feature size function, which
reveals the local level details of the curve at a given point. The local feature size, f(p), p € C is
defined as the Euclidean distance from p to the closest point m on the medial axis. It can be seen
that it is an extension to the global feature of the curve defined by least feature size. In fact, it
is easy to see that the least feature size LF'S(C) = min{f(p), p € C}. A curve C is said to be
r-sampled by a set of sample points S if every p € C is within r. LF'S(p) distance of a sample point
seS.

With the help of empty circle property of voronoi diagram and profound geometrical arguments,
the authors in [4] prove a theorem which states that the CRUST of an r-sampled smooth curve does
not contain any edge between nonadjacent vertices, for r < 0.252. This result is considered to be
the first breakthrough in reconstructing curves from nonuniform samples. In Figure 2.4, using the
CRUST algorithm, a curve is reconstructed from a finite sample.

The essence of the CRUST algorithm is captured in the above example of a reconstructed curve,
Figure 2.4. To begin with we assume that we have § C C, an r-sample of a smooth curve C C
R2. Using voronoi construction find out V, the set of voronoi vertices. Now perform delaunay
triangulation on the set G := & U V. The final stage of the algorithm involves removal of edges
that do not have end points in S. Another example of a reconstructed curve is shown in Figure 2.5.
For the detailed analysis of the CRUST algorithm refer to [4].

Some of the effective approaches namely r-regular shapes, A-shapes, a-shapes are recorded
in [5], [30], [19] respectively. A delaunay based method is also suggested in [10]. The use of
voronoi vertices as the approximate medial axis (skeleton) of a shape is the essence for defining
the sampling criteria. More discussions on voronoi diagrams and the continuous skeleton (medial
axis) can be found in [25] and [10].

In [18], a comprehensive survey of these methods is presented. Although there are various
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Figure 2.4: A curve reconstructed by CRUST

instances of curve reconstruction algorithms present in the literature, we will see that Edelsbrunner
identifies the common thread and gives a unified view of algorithmic solutions proposed in the

computer science literature based on the delaunay approach.

2.2 A Curve in the Space

On the basis of the work carried out by Amenta, Bern and Eppstein, in [4], a provable reconstruction
algorithm, nearest neighbor CRUST (NN-CRUST), is suggested by T Dey and P Kumar in [15].
Their proposed algorithm is easily adaptable to higher dimensional curve reconstruction problems.
It also improves the sampling density from r < 0.252, as obtained in [4], to r < 1/3. The definition
of medial axis is still meaningful in case of higher dimensional euclidean spaces R". The medial

axis M of a smooth curve C C R” is defined as the closure of all points that have two or more
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Figure 2.5: As long as the curve is simple and closed, CRUST gives a correct polygonal recon-
struction to the original curve
closest points in C. The local feature size f(p) at a point p € C is the least euclidean distance of p
from M. Other definitions related to sampling also apply.

The algorithm begins with an r-sample, S C C, of a smooth curve & C R". It is known from [4]
that the desired polygonal reconstruction is contained in the delaunay triangulation 7" of S. What
is left is to develop a the polygonal reconstruction. The authors, in [15], provide simple restrictions
on 7" in terms of the nearest neighbor and an angle criterion for curve reconstruction. The first step
in the algorithm connects nearest neighbors in S via edges. Next, points that are incident with only
one edge are identified. Suppose sy, is such a point with a single edge e. The second step computes
the shortest edge incident with s; amongst all the edges that make an angle more than 7 with e.
The third step includes all such shortest edges in the nearest neighbor edge set. For the proof of
correctness of this algorithm refer to [15].

An example of a sample S C C and the reconstructed polygonal approximation to the helical
curve in R is shown in the Figure 2.6. This reconstruction is done using NN-CRUST algorithm. In
the first step, the nearest neighbor is searched for each sample point in the delaunay triangulation of
the sample. Next a half neighbor, as proposed in [14], is identified for points with single neighbor.
These two steps include all the edges required in a polygonal approximation of the original curve
C from which the sample S is derived.

It is not difficult to see that NN-CRUST also works for smooth curves with more than one

20



2. Curve Reconstruction in R" 2.2. A Curve in the Space

=

S e
ST .
Ky .

[y ]
PR
X

NS
Py

o

Y e

LU e i e e e

L 3 s 7

TR b e e o 1

. i
MR

(a) Sample of helical curve in R3 (b) Reconstructed curve

Figure 2.6: A helical curve reconstructed using NNCRUST

component, since the algorithm prescribed above implicitly allows for only two neighbors for any
sample point. To show the behavior of the algorithm on multiple component curves we present an
example in Figure 2.7.

Both the examples presented above are of curves in R3. In general the NN-CRUST can be
used to reconstruct smooth curves in R". For the development of ideas and extensive proofs of the
claims made in [15], one may refer to the book by Tamal K Dey [14]. It presents a comprehensive
study in the domain of shape reconstruction. It includes curve as well as surface reconstruction
strategies.

Before we begin to explore Riemannian manifolds, consider the situation presented below.
Suppose we are given a set of video frames. Assume that the ordering of this video sequence
is lost, in other words the frames are jumbled up. We need to re-order the video frames. Suppose
we also know that in this video there is an object undergoing rigid motion. Let us try to exploit this
information and see if we can re-order the video frames. A set of video frames with the segmented
object under motion is shown in Figure 7.2.

We compute the translation 7;;, and rotation ¢;; between object locations and orientations for

frames 7 and j. The Euclidean motions in R? form a group SF(2). A typical element of SF(2)
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@ scc (b) Reconstructed curve

Figure 2.7: Two connected components reconstructed correctly

is represented using (7', 6;;). We will discuss SE/(2) in more detail in Chapter 4. So the prob-
lem of ordering video frames is translated into the problem of reconstructing a curve in SE(2) (a
Riemannian manifold). Considering the distance metric on SE(2) as given in (4.5), if we scale the
three axis properly, the problem of curve reconstruction in S E(2) reduces to the problem of curve
reconstruction in R? and we may use voronoi diagram based reconstruction algorithms assuming
dense sampling condition. In other words, in this case it is possible to embed each video frame
into R? with the help of rotations and translations. To illustrate the point, we use the NN-CRUST
algorithm to reconstruct the curve above in the motion sequence and we get the correct ordering
as expected. Figure 7.4 shows the correct ordering of the euclidean motions and hence the video
frames. In general it may not be possible to identify an embedding from given curved spaces to R".
Although this example looks like a fabricated one, it suffices to provide a useful insight for further
developments.

In next chapter, we present basic definitions and concepts from differential geometry. The
objective of the next two chapters is to equip the given Riemannian manifold with a distance metric.

A list of useful examples is presented throughout these chapters.
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Chapter 3

Riemannian Manifolds - 1

The subject of this thesis is to extend the combinatorial curve reconstruction approach to curves
embedded in Riemannian manifolds. A Riemannian manifold is an abstraction of a curved space in
which it is possible to measure geometric quantities such as length of a curve segment, the area of
an enclosed region, angle between two curves at a point, etc. Our interest is to equip the manifold
with the metric structure, which involves the idea of geodesics and the shortest distance between
two point on the given manifold. Riemannian manifolds arise in variety of engineering applications.
For example, meteorological studies involve the surface of earth which is a surface like a sphere,
it is indeed a Riemannian manifold. The euclidean motion group used in graphics applications is
also an example of a Riemannian manifold. In this chapter, we will define a few basic terms and
state some of the results from Riemannian geometry which will serve as the building blocks for
the development of the ideas ahead. At the end we will present examples of Riemannian manifolds
relevant to the problem we will deal with. The focus will be on the sphere - S and surface patches,

euclidean motion group - SE(3), and SFE(2) with scaling.
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3. Riemannian Manifolds - | 3.1. Differentiable Manifolds

3.1 Differentiable Manifolds

A manifold M can be considered as a topological space which locally resembles a Euclidean
space. A differentiable manifold allows partial differentiation and consequently all the features of
differential calculus on M. We will briefly present the essentials of manifold theory to the extent
that is required for our work. The vector space R" is a topological space, and the vector operations
are continuous with respect to the topology. In addition we have the notion of differentiability for

real valued functions on R", i.e. f : R™ — R is differentiable if the partial derivatives

all++7f'rf

our ... Quir

of all order exist and are continuous. Such functions are called C'*° functions.

The natural coordinate functions of R™ are mappings u; : R™ — R defined by
w1, ... x,) =

fori = 1,2,...,n. A function ¢ : R™ — R" is differentiable, continuous or linear if and only if

each u; - ¢ is differentiable, continuous or linear, respectively.

Definition 3.1. A patch (or chart) on a topological apace M is a pair (x,U), where U is an open
subset of R™ and

x:U—=x(U) M

is a homeomorphism of ¢/ onto an open set x({/) of M. Let
i =u;0x ' :x(U) - R

fori =1,...,n. Then (z1,...,z,) is called a system of local coordinates for M.
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N Y
UcR®

Figure 3.1: A coordinate patch x : R"” — M, with x(¢) = p.

Definition 3.2. An atlas A on a topological space M is a collection of patches (x,,U,,) such that
Xo : Uy CR™ — M and Uyx, (U,) = M. A topological space M equipped with an atlas is called

a topological manifold.

UcCR" VCR®

Figure 3.2: Change of coordinates y~!ox. If it is differentiable for every pair of intersecting patches

on M then the manifold M is called a differentiable manifold.

Let A be an atlas on a topological space M. If (x,U) and (y, V) are any two patches in A such

that x(/) N y(V) = W is a nonempty subset of M, then the map

y*1 o0X: Xfl(W) — yfl(W) (3.1)
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is a homeomorphism between open subsets of R™. We call y~! o x a change of coordinates.

Definition 3.3. A differentiable manifold is a topological space M equipped with an atlas .4 such
that the change of coordinates (3.1) is differentiable (that is, of class C'*°) in the ordinary Euclidean

sense”. The dimension of the manifold M (denoted by dim M) is n.

Example 3.1. The Euclidean space R" is a differentiable manifold. The identity map 1 : R* — R"
(ug,...,up) : R®* = R"

constitutes an atlas A := {(1,R")} for R" by itself.
Example 3.2. A regular surface M in R" is a differentiable manifold.

1. A Monge patch is a patch x : U — R3 of the form
x(u,v) = (u,v, h(u,v)),

where U is an open set in R? and h is a differentiable function. Paraboloid defined as
h(u,v) := (u,v,au® + bv?), where a,b # 0, and monkey saddle defined as h(u,v) =

(u,v,u® — 3uv?) are examples of regular surfaces each parametrized by a single patch.

2. A sphere is an example of a regular surface which needs an atlas with at least two patches to

cover it. Refer to section 4.3 for more details.

3.2 Tangent Vectors and Tangent Space

The tangent space to a differentiable manifold M at a point p € M can be thought of as the best

linear approximation to M at p. For surfaces in R?, a tangent vector at a point p of the surface is

*In order to ensure uniqueness of convergence and avoid pathological situations, we will always take M to be a
connected, Hausdroff topological space.
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defined as the velocity in R? of a curve in the surface passing through p. But one of the main aims
of modern differential geometry is to present ideas in a way that is intrinsic to the manifold itself,
in particular, is not dependent on an embedding in some higher dimensional vector space. For
example, the definition of a differentiable manifold itself made no reference to such an embedding,
and neither should the definition of a tangent space. In the following, we define the tangent vector

as an equivalence class of curves on the manifold.

Definition 3.4. Let M be a differentiable manifold. A differentiable function o : (—¢,¢) — M
is called a differentiable curve in M. Suppose that «(0) = p € M, and let D be the set of
functions on M that are differentiable at p. The tangent vector to the curve v at ¢ = 0 is a function
a/(0) : D — R given by

d(f o)

Oé/(O)f = T y f e D.
t=0

A tangent vector at p is the tangent vector at ¢ = 0 of some curve o with a(0) = p. The set of all

tangent vectors to M at p will be indicated by 7, M.

If we choose a parametrization x : U/ — M at p = x(0), we can express the function f and the

curve « in this parametrization by

fox(q) = flxy,...,xn), ¢ = (x1,...,2,) EU

and

X—1 o Oé(t) = (xl(t>7 s an(t»?

respectively. Therefore, restricting f to o, we obtain

%f(g(:l(t),...,wn(t)) - '"1 z;(0) (gi) = (; 2;(0) (ai,

o/(0)] = (foa)

t=0
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So the vector o’ (0) can be expressed in the parametrization x by

o/ (0) = ;x;(()) ( 81)0 : (3.2)

where (%)0 is the tangent vector at p of the coordinate curve x; — x(0,...,0,2;,0,...,0).

The expression 3.2 shows that the tangent vector to the curve « at p depends only on the deriva-
tive of v in a coordinate system. It follows from 3.2 that the set 7, M, with the usual operations of
functions, forms a vector space of dimension n, and that the choice of parametrization x : f — M
determines an associated basis { (%) NEERE (%)0} in T, M. The linear structure in 7, M de-
fined above does not depend on the parametrization. The vector space 7, M is called the tangent

space of M at p.

Example 3.3. Tangent space at a point on a 2-sphere is the tangent plane at a point. Depending
upon the parametrization of a 2-sphere we can find orthogonal vectors spanning the tangent space
at a given point. See section 4.3 for a particular parametrization of 2-sphere and the corresponding

tangent space at a point on a 2-sphere.

We state the definition of differential of a differentiable mapping without proof. It will be used

when we will discuss issues related to isometric embedding.

Definition 3.5. Let M and N be differentiable manifolds and let ¢ : M — N be a differentiable
mapping. For every p € M and for each v € T}, M, choose a differentiable curve o : (—¢,¢) = M
with «(0) = p, o/(0) = v. Take B = ¢ o a. The mapping d¢, : T,M — Ty,N given by
d¢,(v) = '(0) is a linear mapping that does not depend on the choice of . The linear mapping
dg¢, is called the differential of ¢ at p. Some times ¢,,, is also used iin place of d¢, to denote the
differential.

In addition it can be shown that if m and n are the dimensions of M and N respectively,

710) = do(0) = (54) (0
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where? = 1,...,mand j = 1,...,n and < ) denotes an m X n matrix and x’; (0) denotes a

column matrix with n elements obtained from the parametrizations x and y.

bip = ddp : TLM = TyiyN

(\ y fodox K\
T Ucre yer T

Figure 3.3: Differential of map ¢ : M — A and representation of ¢ in local coordinates.

Definition 3.6. Let M and N be differentiable manifolds. A mapping ¢ : M — N is called a
diffeomorphism if it is differentiable, bijective and its inverse is also differentiable. The concept of

a diffeomorphism is the natural idea of equivalence between differentiable manifolds.

Definition 3.7. Let M be an n dimensional differentiable manifold and let TM = {(p,v); p €
M, v e T,M}. T M is called the tangent bundle of M.

Definition 3.8. A vector field X on a differentiable manifold M is a correspondence that associates
to each point p € M a vector X (p) € T, M. In terms of mappings, X is a mapping of M into the
tangent bundle 7M. The field is differentiable if the mapping X : M — T'M is differentiable.
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Considering a parametrization x : Y C R" — M we can write

" 0
X(p) = i(p)=—, 33
(p) Zl a;(p) s (3.3)
where each a; : / — R is a function on ¢/ and { a?;- } is the basis associated to x. It is clear
*)i=1,...,n

e

that x is differentiable if and only if the functions a; are differentiable for some parametrization.
A vector field can also be thought of as a mapping X : D(M) — D(M). D(M) := C*°(M)

denotes the ring of smooth functions on M.

3.3 Riemannian Manifolds

Definition 3.9. A Riemannian metric (or Riemannian structure) on a differentiable manifold M
is a correspondence which associates to each point p € M an inner product (, ),, a symmetric,
bilinear, positive-definite form on the tangent space 7, M, which varies differentiably in the sense

that if x : 4 C R™ — M is a system of coordinates around p, with x(z1,...,z,) = ¢ € x() and

52 (0) = dxg(0,..., 1,...,0), then (52-(q), 50-(0)) = gij(21, ..., z,) is a differentiable function
onl.

Whenever there is no possibility of confusion the index p in the function (, ), is discarded. The
function g;; = g;; is called the local representation of the Riemannian metric in the coordinate

system x : U C R"™ — M. A differentiable manifold with a given Riemannian metric will be

called a Riemannian manifold.
Let M and NV be Riemannian manifolds. A diffeomorphism f : M — N is called an isometry
if:
{u, v)p = (dfyp(u), dfp(V)) 1) (3.4)
forallp € M and u,v € T, M.

Example 3.4. R? with the usual inner product defined as the vector dot product is a Riemannian
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2 1
manifold. Suppose R? is equipped with a different inner product, say g;; = . It is certainly

11

a valid Riemannian metric since it is symmetric and positive definite.

Now since g;; is constant at all points on R?, we can find a linear isometry f : (R?, (,) 9;) =

(R?,(,)), given by, f(z,y) = (z,z +y).

0
The differential, i.e. the Jacobian of f, of the isometry is f, = df =

11

Moreover it can be shown that every differentiable manifold M (Hausdorff with countable
basis) has a Riemannian metric. Now by using the Riemannian inner product we will proceed to

calculate the lengths of curves in Riemannian manifolds.

Definition 3.10. A differentiable mapping ¢ : I — M of I := [0,1] C R into a differentiable

manifold M is called a curve.

A parametrized curve can admit self-intersection as well as corners. To avoid difficulties at
singularities we assume that the curve under study is always a smooth (infinitely differentiable)

curve.

Definition 3.11. A vector field V' along a curve ¢ : I — M is a differentiable mapping that
associates to every ¢ € I a tangent vector V' (t) € T, M. To say that V' is differentiable means
that for any differentiable function f on M, the function ¢t — V() f is a differentiable function on

1.

The vector field de(4), denoted by %, is called the velocity field of c. The restriction of a curve

cto a closed interval [a, b] C I is called a segment. If M is a Riemannian manifold, we define the

length of the segment by

b Jde de\M?
eg(c):/ <E’E> dt. (3.5)
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3.4 Covariant Derivative, Parallel Transport and Geodesics

Let S C R® be a surface and let ¢ : I — S be a curve in S, with X : I — R? a vector field
along c tangent to S. The vector %(t), t € I does not in general belong to 7,;)S. To make sure
that the differentiation is an intrinsic geometric notion on S, instead of usual derivative %(t)’ the
orthogonal projection of %(t) on TS is considered. This is called the covariant derivative and
is denoted by %(t). Still it is interesting to note that this process of taking the derivative is valid
only by making use of the ambient space in which the manifold is embedded. To overcome the
orthogonal projection, we need to define a so called Levi-Civita connection, denoted as V, on a

Riemannian manifold. In fact it can be shown that V is uniquely determined from a given metric

()

It is occasionally helpful to visualize covariant derivative as the intrinsic directional derivative,
where we take the definition of directional derivative and replace the vector difference by vector

difference of parallel translated vector. For more on the above notions, the reader may refer to [17].

Definition 3.12. On a differential manifold M, an affine connection V is defined as a mapping
V:VM)x V(M) — VM) (3.6)
where V(M) is the set of all vector fields of class C*° on M. It is denoted by (X,Y) — VY and
satisfies the following properties:
1. vaJrgYZ = fVXZ + gVyZ.
2. Vx(y + Z) =VxY +VxZ.
3. Vx(fY) = fVxY + X(f)Y,

where X,Y,Z € V(M) and f,g € D(M).

32



3. Riemannian Manifolds - I 3.4. Covariant Derivative, Parallel Transport and Geodesics

Let M be a differentiable manifold with an affine connection V. There exists a unique cor-
respondence which associates to a vector field X along the differentiable curve ¢ : I — M an
DX

dt

another vector field along c, called the covariant derivative of X along c, such that

1L B(X+Y)=2X+Lx

2. D(fX) =4 X + f2X where Y is a vector field along c and f € D(M).

3. If X is induced by a vector field V' € X(M), i.e., X (t) = V(c(t)), then 2% = V4o 0,V

Letx : U C R® — M be asystem of coordinates with ¢(1)Nx(U) # () and let (z1(¢), ..., x,(t))
be the local expression of ¢(t), t € I. Let X; = %. then we can express the field X locally as
X =3 ,47X;,j=1,...,n, where 2/ = 27(t) and X; = X;(c(t)).

DX dz? dx;

2N x. IV X, 3.7
dt — dt J+ij R 3.7

The correspondence expressed in (3.7) satisfies the above three conditions. The above expres-

sion is the expression of covariant derivative in terms of a connection.

Definition 3.13. Let M be a differentiable manifold with an affine connection V. A vector field

X along curve c : I — M is called parallel if % = 0.

Suppose there exists such a parallel field X in x(U/) along ¢ with X (t;) = Xo. Then X =
>, ¥7 X satisfies

0— DX dz? n dz;

S odt edt T L dt

Putting Vx, X, = >, Ffj, called the Christoffel symbols, and replacing 7 wit k in the first sum, we

obtain

DX dz* dx,
= _ - TR — .
dt ;{ dt D dt ”} F=0

]
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The system of n differential equations in z*(t),

dx® dx;
E—FZ:LJthZ:O,k:l,...,n, (3.8)
irj

posses a unique solution satisfying the initial condition. Moreover, since the system is linear, any
solution is defined for all ¢ € I. As an example, we present parallel transport of a vector on a sphere

in Appendix C.

Theorem 3.14. (Levi-Civita). Given a Riemannian manifold M, there exists a unique affine con-

nection V. on M satisfying the conditions;

1. Vis symmetric, i.e. VxY — Vy X = [X,Y|forall XY € X(M)). [X,Y]=XY -YX

is called the bracket.
2. V is compatible with the Riemannian metric.

We will encourage reader to follow the definition of compatibility from [17]. A connection is
defined in terms of the Christoffel symbols. Observe that for Euclidean space R" the Fi-“j = 0.
Observer also that the covariant derivative (3.7) differs from the usual derivative in R™ by terms

which involve the Christoffel symbols.

Definition 3.15. A parametrized curve v : I — M is a geodesic at t, € I if 2 (2) = 0 at the

point ¢y; if v is geodesic V¢ € I, we say - is a geodesic.

This definition describes the geodesic as a curve with zero acceleration. In other words the
magnitude of the velocity vector is constant. We will see that a geodesic minimizes the arc length

for points which are close enough. Geodesics are local length minimizers.
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3.5 Riemannian Manifold as a Metric Space

Suppose in a system of coordinates (x,l) about (o), 7 is a geodesic. From the definition above

the curve v(t) = (z1(t), ..., z,(t)) is a geodesic iff,

D (dy d?z” dr;dx; , \ O
Ylary _ ik ) 2 _ .
dt(dt) §<dt2 T2 d ) ot 0

So we get a second order system of nonlinear ordinary differential equations,

dek+ dx; dzv;
dt? L= dt dt g

=0, k=1,...,n. (3.9)

Existence of solution for a given initial value problem is guaranteed locally. One may refer to the
results on existence in [17]. Geodesic starting from a point ¢ in the direction v € 7, M within small
interval (—4, §) will be denoted by (¢, ¢, v). In regard to this the exponential map is defined next.

Letp € M andlet U C T M be a suitable open set. Then the map exp : U — M given by

exp(q,v) =7(1,q,v), (¢,v) €U

is called the exponential map on U. It is a differentiable map. If we restrict it to tangent space
T,M, we get
exp, : B:(0) C TyM — M

denoted by exp,(v) = exp(q, v), where B.(0) is an open ball with center at the origin 0 of 75 M.
On manifold M, exp,(v) is a point obtained by traveling the length equal to |v|, starting from

q, along a geodesic which passes through ¢ with velocity ﬁ We state the following result which

will play a crucial role in development of tubular neighborhood for a curve on manifold without

proof.

Proposition 3.16. Given p € M, there exists an € > 0 such that exp,, : B. C T,M — Misa
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diffeomorphism of B.(0) onto an open subset of M.

For Lie groups the exponential map plays an important role. The elements of lie algebra (tan-

gent space at the group identity) are mapped to group elements via exp.

Definition 3.17. A Riemannian manifold M is geodesically complete if for all p € M, the exp,, is

defined for all v € T, M, i.e. geodesic ~y(t) starting from p is defined for all values of ¢ € R.

Now we define distance function on a Riemannian manifold M. Given two points p,q € M,
consider all the piecewise differentiable curves joining p and g. Such curves exist since M is

connected.

Definition 3.18. The distace d(p, ¢) is defined by d(p, ) = infimum of the lengths of all curves
¢pq>» Where ¢, , is a piecewise differentiable curve joining p and ¢. With the distance d, M is a

metric space, i.e.,
1. d(p,7) <d(p,q) +d(q,r),
2. d(p,q) = d(q,p),
3. d(p,q) > 0,and d(p,q) = 0iff p = q.

If there exists a minimizing geodesic ~y joining p to ¢ then d(p,q) = length of 4. To be in
a position to work with manifolds as metric spaces we need the Hopf-Rinow-de Rham Theorem

which is stated here without proof:

Theorem 3.19. Let M be a Riemannian manifold and let p € M. The following are equivalent:
1. exp, is defined on all of T, M.
2. M is complete as a metric space.

3. M is geodesically complete.
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4. For any q € M there exists a geodesic vy joining p to q with {(vy) = d(p, q).

The Riemannian manifolds we are concerned with, which arise in engineering applications, are
complete in the above sense. Having equipped Riemannian manifolds with a metric structure, we

will turn our attention to suitable examples in the next chapter.
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Chapter 4

Riemannian Manifolds - II : Examples

41 R”

The Euclidean space, R™ can be thought of as a Riemannian manifold with the usual vector inner
product as the Riemannian metric. The tangent space at a point of R" is also an n-dimensional
vector space. With the help of the vector inner product the length of the curve z : [0, 1] — R™ is
defined as: L(x) = fol \/W dt. It turns out that the minimum length curve between two

points in the Euclidean space is a straight line segment connecting them. So the distance between

two points in R™ is given by d(z,y) = />, (z; — y;)?. With this as a metric (R", d) is a metric

space.

Example 4.1 (Curvature Flow). For example consider R?. Let a curve in R? connect two points
P(0,0) and Q(1,1). Now ifit is not a straight line it will have non zero curvature function. Suppose
we evolve this curve such that at each point on the curve under evolution the curvature reduces.
There will be a moment when the curve will have zero curvature everywhere, see Figure 4.1.

Curvature flow of a parametric curve C(t = 0, s), where C : [0,a) x [0, 1] — R* with C(t,0) =
Pand C(t,1) = Q is given by

oC(t,s)
5 = kN. 4.1
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K is the curvature of the curve and N is the unit normal to the curve. As discussed earlier the
curvature measures the amount by which a curve curves away from the straight line segment. As
evolution progresses the C(t,p) converges to a straight line segment in R>. Now the distance
between points, d( P, (), is computed as the length of this straight line segment which matches with

the definition of metric on R?.

15 R o T = = = A N =~ N = o O o = = A= o T = R = R = A B~ AWM= W o= S = A= = AW = .
- Converging i;o a %(1’ 1)
1 b S P R R R B S R R R TR ..... Straightline’ ........................................................ .
~ segment
>_ L o T T o ................. \ : ..................................
Initial curve 5
b = C(p) = (p,p")
(0, 0) i
i i i i i
-04a 0 04 1 14

Figure 4.1: Curvature flow : 2C(t,p) = kN

4.2 Monge Patch

Now let us look at a two dimensional surface S embedded in R3. Two dimensions here indicate
that each point p € S has a neighborhood diffeomrophic to a subset of R2. In other words, if we
associate with each point p € S a tangent space 7,S then the dimension of 7,,S is two , i.e. two

linearly independent vectors are required to span 7,S. It is now this tangent space and the basis
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vectors of this space which decide the Riemannian metric for a given surface. Let us consider
a surface patch x(u,v) C R?® parametrized by (u,v) € U C R? In this case x(u,v) is our
Riemannian manifold §. Riemannian metric is defined as:

E = (xu,xy) F = (Xy,%y)

Gij = 4.2)
F=(xy,xy) G=(xy,Xy)

where x,, and x, are partial derivatives of x(u, v) w.r.t. u and v respectively. Any vector in 7,,S can
be expressed in terms of these basis vectors x,, and x,,. The inner product for vectors vy, v, € T,S
is given by (v1, v2), = v{ g;;v2, Where v; and vy are column vectors. Given a curve (t) € S, the

length of the curve segment, for ¢ € [a, b], is defined as :

b
() = / S, (0)),dt 4.3)

Given p,q € S, let y be a curve lying in S with p = y(a), ¢ = v(b) as end points. Then

d(p, q) = inf £3(7) (4.4)

is a valid metric on §. A ~* for which the distance between two points is minimized is called
a geodesic curve on the surface S. As we will see in the following example, even for a simple
looking parametrized surface finding a closed form expression for the geodesic curve is difficult.

In practice, v* is obtained by numerical approximations.

Example 4.2. Let x(u,v) = (u, v, u-v) which leads to x,, = (1,0,v), x, = (0, 1,u) and E = 1+v?,

F=u-vand G =1+ v’ A curve in x(u,v) is, y(t) = x(u(t), v(t)) = (u(t), v(t),u(t) - v(t)).
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In this example, the system of differential equations corresponding to (3.9) is:

d*u v du dv

P 4.5
w2 T eredda " (4.5)
2
d“v U du dv _0 4.6)

SV 9 = BT
a2 Tt dd

When we try to minimize the length functional by Euler-Lagrange minimization (Appendix. B),
we get for each of the co-ordinates the same system of second order ordinary non-linear differential

equations.

The length of the curve y(t), t € [to,t1] is ft';l VEu? +2-F -u - v + Gu2dt, where u' and v/
are du/dt and dv/dt respectively.

Let the boundary points, i.e. the points between which we are trying to find the geodesic dis-
tance, be (1,1,1) and (—1,—1,1). We solve the BVP for the above system of equations with
MATLAB boundary value solver. The resultant geodesic and the initial guess are shown in the

Figure.4.2(a).

Surface (u,v,uv) R
— Geodesic

e
2
-

o7
s
-

SN
A
G

7
2
5
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W

-

() (b)

Figure 4.2: Monge patches and geodesic connecting two points on them.

Example 4.3. Let x(z,y) = (z,y,sin(z) - cos(y)) be a surface patch. The Figure.4.2(b) shows

an initial guess and the stabilized geodesic on the surface. The solution is found with MATLAB
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boundary value solver with boundary points (x1,y1) = (=3, —3) and (x4, y2) = (3, 3).

4.2.1 Level Set Front Propagation

In the literature, alternate formulations are available for finding the shortest paths on meshed sur-
faces. We give here an example based on level set front propagation approach suggested in [24].
We take a surface patch as shown in Figure 4.3. In the next Figure 4.4, we show intermediate iter-
ations of the front propagation, front starting from a point P;. Finally in Figure 4.5(a) two shortest

paths connecting points P, and P, are computed from the distance maps as suggested in [24].

Figure 4.3: Points P, and P, on the surface.
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1 2

l/».

140 160 180 200

Figure 4.4: Intermediate iterations of front propagation %C (t,p) = N

4.3 The Unit Sphere S*? C R?

A unit sphere embedded in R? is an example of a closed surface which can not be patched up with
a single patch. It needs at least two patches to be covered up. One such parametrization is the
stereographic projection from the poles to the plane cutting the equator, if we consider the sphere
to be an approximation to the earth’s surface.

For this example, it will be sufficient to work with a single patch given by the parametrization

x:U CR? = R3 as
x(u,v) = (sinucosv,sinusinv, cosu), u € (0,7), v € (0,27). 4.7)

The Figure 4.6 shows the sphere with parameters u and v; v equal to constant are arcs of great

circles, the longitudes and v equal to constant are latitudes.
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Figure 4.5: Calculated distance maps on surfaces using level set front propagation %C (t,p) =N

Let us express the Riemannian metric in terms of this system of local coordinates. A point on
the sphere is expressed in terms of two coordinates u, v by (4.7), see Figure 4.6. The coordinate

curves are given by

c1(t) = x(t,v) and co(t) = x(u, t).
The basis of the tangent space at point p is expressed by using the velocity vectors of theses curves:

d 0
—c1(t)i=y = ax(t, V)=, = Xu(u,v) = (cosucos v, cosusinv, —sinv),

dt

d 0
—Co(t)j=y = ax(u, t)i=v = Xy(u,v) = (—sinusin v, sinu cos v, 0).

dt
The Riemannian metric in terms of these local coordinates, since the sphere is embedded in

R3, is computed g11(u,v) = (X4, Xu) = 1, g12(u,v) = go1(u,v) = (x4, %) = 0 and gos(u,v) =
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UZZ

Figure 4.6: A parametric unit sphere with longitude and latitudes.

(a,b)

Figure 4.7: Local coordinates and the tangent vectors to coordinate curve on the unit sphere.
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(Xy,X,) = sin? u. Thus the matrix of the Riemannian metric is:

1 0

gij = (4.8)
0 sinu

Let us now compute the length of the latitude curve c(t) = x(u(t), v(t)), u(t) = 7, v(t) =
2wt,t € [0,1]. Since it is evident that everywhere on the curve ¢(t) the tangent vector ¢/(t) is
expressed as ¢/ () = 0 - x,, + 27 - X,.

Length of this curve is calculated from (3.5) as:

1
l5(c(t)) :/0 2rsinm/4 dt = 2mwsin/4

1 0 0
since, (¢/(t), (), = (0 27r> = (2msinm/4)2. It is easy to derive that
0 sin®u(t) 27

the geodesics on a sphere are the arcs of the great circles. So in case given two points on a sphere
the distance between them is calculated as the length of the shortest arc of the great circle passing
through these two points. Great circle is found by intersection of a plane passing through given
two points and the center of the sphere with the sphere. The image of the exp,, map as described in
section 3.5 is computed for a given point p € S? as a unit distance point ¢ € S? from p traveled on
the great circle in the direction suggested by the tangent vector at p.

With the help of Riemannian metric defined it is possible to compute the area of a region en-
closed by a curve on the sphere. The closely connected idea of curvature of the surface and parallel
transport along with area is presented in Appendix C. It is supported by a simulated example. It is

seen to be an instance of the Gauss-Bonnet theorem.
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4.4 TImplicitly Defined Manifold

Example 4.4. Consider the function ' : R* — R defined by,

F(xy, 29, y1,92) = (71 — y1)2 + (22 — 92)2 -1
The level set M := F~1(0) is a manifold. It is the set of end points of all unit line segments in a
plane.

For this manifold the normal space basis vector at a given point can be identified with the

maximum change direction, i.e. the gradient vector,
VF = [2(331 — 1) 2(x2 — y2) - 2(331 —y1) —2(wy — y2)]T-

The tangent space vector can be identified with the vectors which are orthogonal to the gradient at
a given point. For example at the point P := (0,0,1/+/2,1/4/2) the gradient is VF = [—v/2 —

V22 \/§]T and the basis for tangent space vectors are given by

(T 1. 1T 7))
1 0 1
L 0 1 —1
VI = ; , > 4.9)
1 0 -1
0 1 1
(L1 L1 L 4

The first two vectors in the tangent space corresponds to the geodesic translation and the third
vector corresponds to the rotation of the line segment in the plane. So between two points on M
the distance metric is computed based on the geodesic curve segment connecting these two points.
It turns out that in this case the geodesic curves are just made up of translations and rotations.
We can in fact show an isomorphism between the basis of se(2) denoted by {7, T,, R} and VF*,

where T, T, represents operators corresponding to the translation in R? and R is the rotation matrix
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operating on the objects of R?.
Here we have followed the formulation given in [44] for computing the exp, map. It is formed
in terms of an Initial Value Problem. The Figures 4.8,4.9 and 4.10 show the geodesics emanating

from different tangent vectors.

T o e o e L S .............................................................................................
L T A AN ....................... ....................... ....................... e
1 I ] 1 i i i
1 0.5 0 04 1 15 2

X

Figure 4.8: exp, map in the direction of [1 01 0]"
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Figure 4.9: exp, map in the direction of [0 1 0 1]*
4.5 Euclidean Motion Groups

Consider an object in plane undergoing a rigid body euclidean motion. This motion can be de-
composed into a rotation with respect to the center of mass of the object and a translation of the
center of mass of the object. All possible configurations of an object in plane can be represented
by (0, u,v) (i.e. orientation of the principle axis and the co-ordinates of the center of mass of the
object), where 0 < 6 < 27 and (u,v) € R2. Let all such configurations form a set S. It is rather in-
tuitive to define a metric on S so as to compare two configurations of an object. If A; = (01, uy, v1)

and Ay = (02, ug, v2) be two configurations in S then it is easy to verify that

d(Al, Ag) = \/a(Gl — 92)2 -+ b(u1 — U2)2 -+ b(Ul — ’U2)2 (410)
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Figure 4.10: exp,, map in the direction of [I —1 — 11"

is a valid metric on S corresponding to the Riemannian inner product (A, As)p = AT RA,, and

a O
R = a positive definite matrix. Moreover for given A;, Ay, left composition with

0 bl
A€ S, ie A(A)) = (0 + 01,u + ug,v + vy), the above defined metric leads to d(A;, Ay) =

d(A(A1), A(As)). Hence we have a left invariant metric defined on S. Physical interpretation of
the left invariance is the freedom in choice of the inertial reference frame. The matrix representation
of S, the euclidean motion group, is denoted by SE(2). A typical element of SFE(2) is made up of

a rotation matrix and a translational vector. Correspondence between S and S E/(2) is given by

cos@ sinf wu
(0,u,v) < | —sinf cosf v

0 0 1

A typical curve between two configurations in S F(2) and the geodesic segment from A; to A, are

show in Fig.4.11.

50



4. Riemannian Manifolds - II : Examples 4.5. Euclidean Motion Groups

Figure 4.11: Comparison of a curve and a geodesic in SF/(2) between two configurations A; and
As.

SE(2) is exploited in the domain of image processing for segmentation in object tracking where
one is interested in constrained evolution of the curve under the action of SE(2), a Lie group.
In general the group of rigid body motions in R" is the semi-direct product [38] of the special
orthogonal group with R" itself.

SE(n) =50(n) x R"

Unlike R?, rotations in R® are not commutative, and that reflects in the group composition of
SO(3), R1Ry # RaRy, Ry, Ry € SO(3). The product of two rigid body motions (Ry, d1), (R, ds) €
SE(3) is given by (Ry,dy)(Ry,dy) = (ReRy, Rady + dy). Elements of SE(3) are represented in

matrix form as:

R d
SE(3) ={A|A = ,Re€ SO(3),d e R} (4.11)
0 1

The tangent space at the group identity in SO(3) and SE(3) are the Lie algebras so(3) and
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se(3) respectively.

s0(3) = {[w]llw] € R¥?, [w]" = —[w]}, (4.12)
se(3) ={S = v ,[w] € 50(3),v € R} (4.13)
0 0

In the above [w] is a skew symmetric matrix [22] corresponding to the vector w = [w,, w,, w,] € R3.
The ||w]||2 gives the amount of rotation with respect to the unit vector along w. The exponential map

is a diffeomorphism [52] connecting the lie algebra to the lie group. The exp : se(3) — SE(3) is

oo Sn

given by the usual matrix exponential as exp(S) = > " | =+.

Consider a rigid body moving in free space. We fix any inertial reference frame { B} at o and
a frame { F'} to the body at some point o’ of the body as shown in Fig.4.12. At each instance the
configuration of the rigid body is described via a transformation matrix, A € SF(3), corresponding

to the displacement from frame { B} to frame { E'}.

L
/ {E} Ly
7
w 2

y

{B}

0

Figure 4.12: Inertial frame { B} and body fixed frames { £’}

So a rigid body motion becomes a curve in SE(3), let A(t) be such a curve given by A(t) :
R(t) d(t) . o
[—c,c] = SE(3), A(t) = . The Lie algebra element S(t) € se(3) can be identified
0 1
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with the tangent vector A’(¢) at an arbitrary t by:

S(t)=AT (A (t) = (4.14)

The w physically corresponds to the angular velocity of the body, while v is the linear velocity of

ol 3 0
the origin O’. Let us assign a Riemannian metric g = over SFE(3) as prescribed in

0 Pl
[33]. And so for V = (w,v) € se(3), (V, V), = aw”w + SuTV. It was proved in [52] that the

analytic expression for the geodesic between two configurations A; and A, in SE(3), with g as

Riemannian metric, is given by;

R(t) = Ry exp([wolt) (4.15)

d(t) = (d — dy)t + dy (4.16)

where [wy] = log(RT Ry) and t € [0, 1]. The path is unique for Trace(RT Ry) # —1. The distance

between two configuration in SFE/(3) is given by

A(Ar, Az) = \Jallog(R; Ro)|12 + Bllda — di2 4.17)

All the formulas required for computing exp and log maps are given in the Appendix C for com-

pleteness.

Example 4.5. Consider two configurations A, and As, as shown in Fig.4.13, given by vectors
(w1, v1) and (wa, v2) respectively, where wy = 7 [ 100 ], vy = { -6 0 0 },wg =3 l 110 ]

al’ldU2:|:O 6 2].

SE(3) is used extensively in robotics for path planning and motion planning of robots. It is

also useful in computer vision and graphics.
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Z-axis

Figure 4.13: A geodesic between A, A; € SE(3).

4.6 SFE(2) with Scaling

Suppose for a planar object in motion, we include scaling with respect to the center of mass along
with rotation and translation. The resultant element will be of the following form
R d

A= . (4.18)
0 1

This element operates individually on each point of the object in plane. It scales (by the factor e*)
and rotates (R € SO(3)) the object with respect to its center of mass and then translates (by vector
d € R?) the center of mass. With each such element we can associate a vector [\, 0, d,., d,]. The
elements of the form given by (4.18) with standard matrix multiplication form a Lie group. We
can extend the notions of tangent space and exponential map to this Lie group. This group is a

semi-direct product of elements of scaled rotations and translations. The tangent space elements at
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identity, Lie algebra elements, for scaled rotations are given by

[a] = A +6 (4.19)

The usual matrix exponentiation gives

] \ | cos § —sind (4.20)
expla] = e ) .
sinfl cosf

P
o g w© o e, © OOOQ
@ o El o @ Xe i
(¢) %) (¢) ®) - [eX9) H Q
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Figure 4.14: Various instances of a curve in SE/(2) with scaling.

We can construct a left-invariant Riemannian metric on this group. It can be shown that for two

elements A;, A, in this group

(A1, Ay) = Va((M — A2+ (01— 02)2) + B || dy — dy | (4.21)

is a valid distance metric. In Figure 4.14, a circular object under the action of this group is shown

for various time steps.
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Once the Riemannian metric is identified we can construct a distance metric on the manifold.
With the distance metric d(-,-) (corresponding to the geodesic path) defined on the Riemannian
manifold we are now ready to talk about the medial axis and the sampling criterion for a curve on

the manifold.
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Chapter 5

Medial Axis, Dense Sample and Flatness

5.1 Medial Axis Based Sampling

We commence by revisiting the definition of the medial axis stated previously. Let M be a Rie-

mannian manifold and d(-,-) : M x M — R be the corresponding distance metric.

Definition 5.1. The medial axis M of a curve C C M, is the closure of the set of points in M that

have at least two closest points in C.

() (b)

Figure 5.1: Medial axis of a circle in plane and in R?

In Figure 5.1, medial axis (M) of a circle (C) is presented here as an example. In general the

medial axis depends upon the curve as well as the space in which the curve is embedded. Further
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in Figure 5.2 we show examples of medial axis of closed curves on a half cylinder and in a plane.

Figure 5.2: Medial axis of a curve on a surface and a curve in a plane

It should be noted that the medial axis, as defined above, is a subset of the underlying manifold
in which the curve lies. Note that a curve embedded in a Riemannian manifold in R?® will have
a different medial axis from its medial axis in R3. The open disc (ball) of radius ¢ > 0 in M
with s € M as a center is defined as S.(s) = {x € M|d(s,z) < €}. In the same manner
B.(s) = {x € M|d(s,x) < e} is a closed disc (ball) in M with radius ¢ and the center s. The set

0B.(s) = {x € M|d(x,s) = ¢} is the boundary of B.(s).

Definition 5.2. At a point p on the curve C the local feature size f(p) = d(p, M), where d(p, M) =
inf{d(p,m),Ym € M}.

The local feature size at a point on the curve captures the behavior of the curve in the neighbor-
hood of that point. In practice it is difficult to identify the medial axis for arbitrary curves. Looking
at the construction of the voronoi diagram [32] for a given sample of points on a curve, the voronoi
vertices do capture the behavior of the medial axis of the sampled curve. So for a densely sampled

curve the voronoi vertices of such a sample are taken to be an approximation for the medial axis of
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the given curve. It is computationally challenging to construct voronoi diagrams on curved spaces

[27].

5.2 Tubular Neighbourhood

A tubular neighborhood of a curve in a plane is defined as a subset of the plane such that every point
of the subset belongs to exactly one line segment totally contained in the subset and normal to the
curve. A disk centered on the curve contained in a tubular neighborhood of the curve is called a
tubular disk. Let us generalize this definition to curves in manifolds. We will also define the notion

of a dense sample of a curve in a manifold using the concept of tubular neighborhood.

Definition 5.3. Let C C M be a smooth curve. Consider segments of geodesics that are normal to
C and start from points on C. If C is compact, then there exists an € > 0 such that no two segments
of length ¢ and starting at different points of C intersect [42]. The union of all such segments of

length ¢ is an open neighborhood 7" of C, and is called a tubular neighborhood of C.

We denote the open segment with center p € C and radius ¢ in the normal geodesic segment
of C at p by N.(p). Revisiting the definition of the tubular neighbourhood: the union N.(C) =
UpecNe(p) is called a tubular neighbourhood of radius ¢ if it is open as a subset of M and the map
F : C x (—¢&,e) = N.(C) is a diffeomorphism. Let C C R?, be a simple closed smooth curve.
Existence of the tubular neighbourhood is evident from the compactness of the curve in R%. We

show something more about the value of € in next proposition.

Proposition 5.4. If N.(C) is a tubular neighbourhood of C, then € < +, where k = max{k(p),p €

C} and k(p) is the curvature of the curve at point p.

Proof. Let us define a curve a(s) in R? by
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for a fixed ¢ € (—¢,¢) such that a(0) = p. N(p) is the unit normal to the curve C at p. This new

curve belongs to the open set N.(C) and

a(0) =p+tN(p) (5.1)
a'(0) =C'(0) +¢tN'(0) (5.2)
a'(0) = (1 —tk(p))C'(0) = (dF)@p.y(C'(0)) (5.3)

Since I : C X (—¢,e) — R? is a diffeomorphism when restricted to C x (—¢,¢), we have that
(dF)(p,)(C'(0)) is a non-null vector, i.e. 1—tk(p) # 0. Since (—¢, €) is connected and 1—tk(p) > 0
fort =0,s01 —tk(p) > 0onC x (—¢,¢). Now if £ = maxk(p),p € C then 1 — tk > 0. And we

have e =t < 1. O

Definition 5.5. A finite sample set S C C is called a uniform e—sample if for a given € > 0 any

two consecutive sample points r, s € S, r € B.(s).

Definition 5.6. A uniform e-sample S of a curve C C M is dense if there is a real number € > 0
such that U, s B.($),i.e. the union of the open disks of radius ¢ centered at the sample points s € S,

forms a tubular neighborhood of C'.

Proposition 5.7. For plane curves if ¢ < min,cc f(p) then a uniform e-sample S of curve C is a

dense sample.

Proof. By the definition of f(p), p € C, for a smooth curve C, f(.) attains maximum value at
the points where the curvature of C is maximum. For ¢ < minyec f(p), let the uniform e- sample
be S C C. From proposition 5.4, we see that UscsB:(s) covers the curve C and is a tubular

neighborhood of C. So, S is dense. O

Before we proceed to the main theorem, we will make a few observations in the next section.

We show by an example how the medial axis based sampling fails due to the curvature of the

60



5. Medial Axis, Dense Sample and Flatness 5.3. Observations and a Counter Example

underlying Riemannian manifold. We also show how to work within the injectivity radius of the

manifold to avoid such a problem.

5.3 Observations and a Counter Example

The first two observations presented in this section are encouraging. With a counter example to the
Least Feature Size based sampling we prescribe in this section a conservative sampling condition.
We know that to form a dense sample of a curve in R" it is required to sample with an ¢; <

min,ec f(p). The curve and corresponding ¢; are shown in Figure 5.3(a). However, if the same

(a) (d)

Figure 5.3: (a) A curve C € R? and the part of medial axis near p € C. ¢, is the distance of the
point p € C from the medial axis of the curve in space. (b) The same curve C on a surface M and
the medial axis distance 5 from the point p € C to the medial axis of the curve on the surface.

curve is embedded in a surface, as shown in Figure 5.3(b), the required £, needs to be evaluated
on the surface. In this case it turns out that e5 < ;. Let us look at another example. A circle in
the xy-plane in R? can be thought of as some latitude on a sphere of radius r > %, where L is the
length of the circle. For these two cases, i.e. the circle on a plane and the circle on a sphere, the
sampling required for correct reconstruction is different. On the sphere we need a less dense sample
set as compared to on the plane. In fact, as we increase the radius r we need denser and denser
sample set for correct reconstruction and the limiting case, r — oo, is the plane. In R3, the usual
euclidean metric is carried over to the points of the circle. In the case of the sphere, the shortest

path between two points is always along the great circle passing through these two points and the
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(a) (b) (©

Figure 5.4: (a) Circle with radius R is lying in space (b) Circle resting on a sphere of radius r = Sif 5
(c) Circle is the great circle the sphere of radius R

length of the shorter of the two segment which is the distance between two points on the sphere.
With this distance metric defined, the sphere becomes a metric space, distance between any two
points of the circle on the sphere are obtained via this metric. The points of this circle on a sphere
are more structured then the points of the same circle in space. The additional knowledge of the
underlying surface strengthens the ordering relation between points of the circle. Since we know
the surface we know the tangent space and that reduces the efforts required to order the sample
points. Interestingly, when generalized to curves on manifolds, the sampling criterion based only
on the medial axis becomes meaningless. As an example let us look at a unit circle on the surface
shown in Figure 5.5. The medial axis of the circle on the given surface is the point M = (0,0, 0).
For any point on the circle, the distance from the medial axis turns out to be larger than the length
of the circle itself. In the limiting case of this surface, i.e. a cylinder, the medial axis is empty.

The above phenomenon can be understood more clearly if we look at the cut locus of the point
p € M. The following can be considered as the defining property of the cut locus of a point
on the manifold. If () is the cut point of p = ~(0) along the geodesic arc «y then either (%)
is the first conjugate point of (0) or there exists a geodesic ¢ = ~ from p to () such that

(o) = I(y)(lengths of o and ~y are equal).
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Figure 5.5: A circle C and the normal geodesic from a point (1,0, 1.0629) to M

For example, if M is a sphere S? and p € S? then the cut locus of p is its antipodal point. If
we consider the sphere of radius R the distance of point p from its cut locus is R, whereas the
distance of the point p on the circle in Figure 5.4(c) to the medial axis M is %. Now coming back
to the counter example Figure 5.5, we observe that the distance from p to its cut locus, d(p, Cy,,(p)),
is less then the distance to the medial axis M of the circle, where C,,,(p) is the cut locus of p € M.

It can be shown that if ¢ € M — C,,(p), there exists a unique minimizing geodesic joining p
and ¢q. In [17]

i(M) = pienﬂfd d(p, Cr(p)) (5.4)

is called the injectivity radius of M. So if ¢ < i(M) then exp, is injective on the open ball S.(p).
A tubular neighborhood for a curve is constructed by taking only the normal geodesics to the
curve at a point and assuring the injectivity of the exp, map along these normal directions. We now

propose to work inside the injectivity radius to straighten out the problem with sampling.

Proposition 5.8. Let C € M be a smooth, simple and closed curve. If S is a uniform - sample of

C, then S is dense for ¢ < min{inf,cc f(p), i(M)}.

Proof. Let S be a uniform e- sample of C with ¢ < min{inf,cc f(p),i(M)}. From the definitions

63



5. Medial Axis, Dense Sample and Flatness 5.4. Uniform Sampling

of the injectivity radius and the feature size we know that for the above mentioned ¢, exp, is

injective on S (p). So, Uses B:(s) forms a tubular neighborhood of C, and hence S is dense. O

5.4 Uniform Sampling

5.4.1 Flatness of a Curve Segment Inside a Tubular Neighbourhood

If the underlying manifold is a plane and a curve is sampled densely then based on the tubular
neighborhood, it is proven, in [13], that the Euclidean minimal spanning tree reconstructs the sam-
pled arc. The crucial ingredient in the proof is the denseness of the sample. It comes from the
observation that an arc does not wander too much inside a tubular disk, thus avoiding the possibil-
ity of connecting non-consecutive sample points in S (such connections are called short chords).
We now give an alternate proof of flatness*™ of the curve segment inside a tubular neighborhood

in plane. And after that we extend the proof to curves in the Riemannian manifold.

Theorem 5.9. Let p and q be two points on an arc C C R? such that q is inside the tubular disk
B.(p) centered at p. Then the sub arc pq of C is completely inside By, /5(c), where c is the mid-point

of diameter pq.

Proof. Since q € B.(p), pqg = d(p,q) < . Now pq being a segment of an arc C there are three
possible ways, as shown in Figure 5.6, in which it intersects with B, /2(c).

For the possibility shown in Figure 5.6(a), it is evident that center c lies on two normals passing
through p and ¢, i.e. ¢ € Pgq, since B, /2(0) and C share common tangents at p and ¢. This can not
happen since B,,/2(c) C B.(p), a subset of a tubular neighborhood.

Let us consider the case in Figure 5.6(b), arc C touches B,/ (c) at p and intersects the boundary

of Bpy/2(c) at ¢ and ¢’. We can find out a point ¢” on the segment gg’ which is nearest to c. At ¢”

*The word flatness here indicates that the geodesic curvature at points of the curve segment inside a tubular neigh-
borhood is bounded above and is certainly very small.
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(a)

Figure 5.6: (a) The arc touches B, />(c) (b) The arc touches B, /»(c) at p and intersects its boundary
at ¢’ while passing through ¢ (c) The arc intersects boundary of B, /»(c) at p’ and ¢’ while passing
through p and ¢ respectively

Figure 5.7: Tangent space of a point p € M where ||[v|| < ¢ and the corresponding geodesic N

the circle with center ¢ and radius d(c, ¢”) shares a common tangent with C. Hence c lies on the
two normals pé and ¢”c. This can not happen inside a tubular neighborhood.

Finally we consider the Figure 5.6(c). On segments pp’ and gq’ we find p” and ¢” nearest to c.
In this case ¢ lies on p”c and ¢”c. Since c is inside tubular neighborhood this can not happen.

So the only possibility we are left with is that the segment pg of curve C lies entirely inside

B2 (c). L

Theorem 5.10. Let p and q be two points on an arc C C M, where M is any Riemannian manifold,

such that q is inside the tubular disk B.(p) centered at p. Then the sub arc pq of C is completely
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inside By, /5(c), where c is the mid-point of diameter pq.

Proof. For M := R" we know that ¢p, p € S™, is orthogonal to 7,,5™*.

Since we are working inside a tubular neighborhood of the curve C, with ¢ as prescribed in
Proposition 5.8, exp : T, M — M is a diffeomorphism.

Gauss’s lemma, in [17], asserts that the image of a sphere of sufficiently small radius(< ¢) 7, M
under the exponential map is perpendicular to all geodesics originating at p Figure 5.7.

The rest of the proof follows from arguments of the Theorem 5.9. [l
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Chapter 6

Curve Reconstruction in Riemannian

Manifolds

6.1 MST Reorders the Dense Sample Set

A sample S of a curve is represented as a set of vertices (vertex set V') of a graph and the edges (edge
set I/) indicate an order in which the vertices are to be connected. Since, there are varieties of ways
in which vertices can be connected it is appropriate to consider the initial graph as a complete graph.
If further we put the distance between two sample points as the edge cost, it becomes a weighted
graph. A minimal spanning tree for a weighted graph is a spanning tree for which the sum of edge
weights is minimal. To keep the notations consistent, we define the geodesic polygonal path on a
Riemannian manifold as the path along which every vertex (sample point) pair is connected by a
geodesic segment.

Computing the minimal spanning tree utilizes the following fundamental property: let X UY
be a partition of the set of vertices of a connected weighted graph G. Then any shortest edge in G
connecting a vertex of X and a vertex of Y is an edge of a minimal spanning tree. If we use MST

to model an arc, we must ensure that there are no short chords in the MST; this was proved in [13].
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As before, we focus on closed, simple, smooth curves. In that case, the MST must have every
vertex with degree two. In other words every sample point has exactly two neighbors (sample

points) on the curve.

Theorem 6.1. If S is a dense sample of C C M then MST gives a correct re-ordering on S and
hence a correct geodesic polygonal reconstruction of C, where C is a smooth, closed and simple

curve.

Proof. We show that the geodesic polygonal path has no short chords. The argument is similar to
the proof provided for the planar case in [13]. For the sake of completeness, we restate the argument
here. Suppose that MST does not give a correct geodesic polygonal reconstruction of S. It implies
that there are two points in MST which are not consecutive. Let these points be p,q € S. Since
pq is a short chord there has to be at least one edge in the sub arc pg which has length greater than
that of pq. But since the sample S is dense, the arc pg must be contained in the disc with diameter
pq, refer to Theorem 5.10. Inside the disc there is no arc with length greater than the length of the

diameter. So we have a contradiction. O]

In the following section we discuss minimum spanning tree algorithm for its complexity and

also look at the nearest-neighbor search.

6.1.1 Minimum Spanning Tree

Let G = (V, F) be an undirected graph with edge weights w.. A tree T' = (V, E’), with £/ C E

that minimizes

w(T) = Zwe (6.1)

ecE’

is called a minimum spanning tree. Minimum spanning tree is a classic example of a greedy

algorithm. For basic terminologies and details we refer readers to [12]. The intermediate MST is
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grown by adding an edge at a time. This is done keeping in mind the following property. First we
need some definitions. A cut (S,V — S) of an undirected graph G is a partition of V. We say that
an edge e € E crosses the cut if one of its endpoints is in S and the other is in V' — .S. We say that
a cut respects a set A of edges if no edge in A crosses the cut. An edge is a light edge crossing a
cut if its weight is the minimum of any edge crossing the cut.

[Cut Property] Let A be a subset of E that is included in some minimum spanning tree for G, let
(S,V — S) be any cut of G that respects A, and let e be a light edge crossing (S, V — S). Then,
edge e € F can be added to A to grow the MST.

Prim’s algorithm operates much like Dijkstra’s algorithm for finding shortest paths in a graph.
Prim’s algorithm has the property that the edges in the set A always form a single tree. The tree
starts from an arbitrary vertex and grows until the tree spans all the vertices in V. At each step,
a light edge is added to the tree A that connects A to an isolate vertex of G4 = (V, A). This
rule adds edges that are safe for A. Considering the cases where curve can have more than one
connected components, algorithm must provide a forest (a collection of trees). Kruskal’s algorithm
is a greedy algorithm and gives us (a forest) MST. Both the algorithms have the same computational
complexity, i.e O(| F|log |V]). For details on calculation of complexities and pseudocodes refer to
[11].

For arcs (open curve segments), a nearest neighbor search algorithm that is similar to Prim’s
algorithm is used to find the correct ordering. In this case we provide the starting vertex as one of
the end points as input to the Prim’s algorithm. We have used this approach to order samples of

smooth arcs.

6.2 Interpolation in Riemannian Manifolds

Once we have ordered the given set of points of the curve on a curved manifold the next step is

to interpolate this point set to the desirable granularity. The easiest way to interpolate the points
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is to connect the points via straight line segments, a linear interpolation. In general for a manifold
like SE(3), the geodesics are the exp segments. But this scheme will not produce a differentiable
curve which might be necessary for some applications. Based on the need and application one may
chose the interpolation scheme. In [41] and [23] a quaternion based approach is suggested, which is
very useful in computer graphics and animation. Since we have represented S F/(3) using matrices,
we prefer a matrix based approach. Motivated by motion planning purposes various interpolation
schemes based on variational minimization techniques have been proposed and some of them turn
out to be quite easily implementable. For a broad overview, see [34] and [28]. For completing
the reconstruction process, we have used the de Casteljau construction as prescribed in [1]. Itis a
generalization of the multi linear interpolation on SF(3), where a piecewise C? curve is used to
connect two frames with given velocities. The advantage is that we have a closed form expression

with exponential and log maps.

Z-axis

y-anis

Figure 6.1: Comparison of Exponential map and C? smooth interpolation in SFE(3) between gy =
[0,0,0] x [=5,0,0] and g; = [r/2,0,0] x [5,0,0], with tangents v} = [0,0,0,3,1,1] and v] =
[7/2,0,0,—1,-3, —1].

Suppose we do not know the velocities at the node points. For such a case we have used a
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partial geodesic scheme to interpolate between two elements of SF(3), where the rotational part is
interpolated by the exp map and the translational component is interpolated with spline segments.

In the next section we give the details of the interpolation scheme that we have used.

6.2.1 Cubic Spline Interpolation

To begin with, we describe the cubic spline interpolation algorithm used to interpolate between
points in R™. In general, the data or control points determine a parametric curve segment P(t), t €
[0, 1], and curvature, tangent vectors and continuity constraints etc. are used to join the parametric
curve segments to generate a complete parametric curve.

In practice, a complete curve is made up of segments. There are two types of curve continuities:
geometric and parametric. If two consecutive segments meet at a point, the total curve is said to
have G geometric continuity. If, in addition, the directions of tangent vectors of the two segments
are the same at the point, the curve has G geometric continuity at the point. In general, a curve has
geometric continuity G™ at a join point if every pair of the first n derivatives of the two segments
have the same direction at the point. If the same derivatives also have identical magnitudes at the
point, then the curve is said to have C™ parametric continuity at the point.

The cubic spline method constructs a smooth curve passing through n data points. This curve
consists of n—1 individual Hermite segments that are smoothly connected at the interior data points,
i.e. segments meeting at an interior point must have their tangent vectors and second derivatives
same.

The parametric form of the Hermite segment is determined from two points P; and P and two
tangent vectors P} and P%. It is a curve segment that starts at P;, going in direction P} and ends at
P, moving in direction P%. Hermite segment is easy to derive. It is a parametric curve, a degree-3

polynomial in ¢, with four coefficients that depend on the two points and two segments.

Pit)=at’ +bt> +ct+d=[t*t*t1][abcd” =T(t)A (6.2)
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This is an algebraic representation of the curve, in which the four coefficients can be expressed
in terms of known geometric quantities (points and vectors). Let us find these unknowns from
the known. The tangent vector to a curve P(t) is the derivative dP(t)/dt, denoted by P'(t). The

tangent vector is therefore

P'(t) = 3at® + 2bt + ¢ (6.3)

Using the above two expressions and known geometric quantities we can easily derive the follow-

ing:
P(t) = (2t =32 + )P, + (26> + 3t )Py + (£* — 22 + )Pl + (£* —t*)PL  (6.4)
= Fi(t)P, + Fy(t) Py + F3(t) P} + Fy(t)Ps
= F(t)B
where

Fi(t) = (2t° =32 + 1), Fy(t) = (=2t +3t%), F3(t) = (> —2t* +1), Fy(t) = (t* —t?),
(6.5)

B is the column [P, P, P} P|", and F(t) is the row [F(t) Fy(t) F3(t) Fy(t)]. Functions F;(t) are

the Hermite blending functions. In matrix notation this becomes

2 =2 1 1
o -3 3 -2 -1|
F(t)=[t1] — T(t)H. (6.6)
0 0 1 0
1 0 0 0
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Figure 6.2: A parametric Hermite interpolated curve segment

The curve can now be written as

Pt)=THt)HP = [t t*t 1] : (6.7)

Matrix H in (6.7) is called the Hermite basis matrix. An example at this stage will help understand

the role of tangent vectors at the points.

Example 6.1. Let the two three dimensional points Py = (0,0,0) and P, = (1,1, 1) and the two
tangent vectors P} = (1,1,0) and Py = (0,0, 1) be given. The curve segment turns out to be a

cubic polynomial

P(t)= (-2 4+t>+t, —2+12+1, 1). (6.8)

as shown in the Figure 6.2.
Now, coming back to spline interpolation, let P, P, ..., P, be given n points. We have n — 1
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parametric cubics (Hermite segments) Py (t), Py(t),..., P,_1(t), where Py(t) is the polynomial
segment from point Py to Py, ;. These parametric curves are required to be smoothly connected
at the n — 2 interior points P, Ps, ..., P,_1; this implies that their first derivatives must match
at every interior point. Moreover, the definition of a spline requires that their second derivatives
match too. So in essence if the user provides the tangent vectors at P, and P, we get a system
of equations which we can solve and derive the spline interpolation in terms of Hermite segments
Pi(t), Pa(t), ..., Py_q(t).

The unknown tangent vectors at the interior points are found from the following system of n —2

equations:
1 4 1 0 ... 0 Py 3(P5 — 1)
001 4 1 ...0 P 3(Py — P)
_ , (6.9)
[0 ] o 3= Poa) |

An advantage is that the user can vary the shape of the curve by entering new values for P} and P!
and recalculating. This approach is called the clamped end conditions. It is possible to let the user
specify any two tangent vectors, not just the two extreme ones. However, it is more natural to edit
and reshape the curve by varying the two extreme tangent vectors in practical situations. We refer

the reader to [37] for more details and examples on various end point conditions for cubic splines.

6.2.2 Closed Cubic Splines

Condition that the tangent vectors (P}, P?) and the second derivatives (curvatures) at the two end-
points are equal, i.e. Pf = P! and P{* = P, is called a cyclic end condition. Cyclic end condition
is ideal for a closed cubic spline. A closed cubic spline has an extra curve segment from P, to P;

that closes the curve. Expression (6.9) with this additional constraint becomes
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1 4 1 0 0 P! 3(P;— P)
0 1 4 1 0 P} 3(Py— P)
= ) (6.10)
0 1 4 1 :
1 ... ... ... 1 4 P, 3(PL— P,_y)
41 0 ... 0 1 P! 3(Py— P,)
L dnxn L dnx1 L 4 nx1

In Figure 6.3, an example interpolating the points in R? lying on a closed curve using the above

closed cubic spline formulation is shown. The points in the order of connectivity are

T 23432 23 4211
P = = . (6.11)

Yy 001215 2 25 4 4 21

We have used (6.10) for interpolating the translation part in the examples of curves on SE(3),
see Figure 7.6 and Figure 7.7. It is interesting to note that there are ways to generalize spline

interpolation to curves on surfaces and Riemannian manifolds, see for example [36, 35].

6.2.3 de Casteljau Construction

In this section we will extend a multi-linear interpolation scheme developed by de Casteljau for
interpolation on Riemannian Manifolds. The essential part of the algorithm is the concept of a
geodesic. On Riemannian manifolds this interpolation scheme will begin with geodesics which are
similar to straight line segments in R". We begin with explaining the algorithm in R" and then
show its extension to Riemannian manifolds.

In previous sections we saw interpolation schemes where the interpolating curve passes through
given points. Let us look at an interpolation scheme where the interpolating curve do not pass

through given data points but it considers a few points as control points and controls the tangents
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_DE 1 1 1 1 1 1 1 1

Figure 6.3: Example of a closed cubic spline interpolation

at the intermediate points on the curve.

In Figure 6.4, the interpolating curve P(t) (the envelope) passes through two data points P, and
P5 and the tangents at points P, and P; are controlled by the point P,. Curve P(t) is constructed
using a multi-linear interpolation scheme. Construction of P(t) involves straight line segments

connecting points on the line segments Py, (t) and Py3(t). Let us look at the construction in detail:

Pio(t) = (1 — t)P, + P, (6.12)
Poy(t) = (1 — t)P, + P,
P(t) = (1 — t)Ppa(t) + t Pos(t)

=(1—=t)’P+2t(1 —t)P, + t* P
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P30, 10y

_______________________________________________________________________________________________________________________________________

Figure 6.4: Multi-linear interpolation with de Casteljau construction in R?

Similarly a multi linear interpolating curve between points (); and ), with ()5 and ()3 as control

points results in a cubic curve

3

P(t)=>)_ (j’) 1 =17 Qipe. (6.13)

1=0

This expression involves Bernstein’s polynomials and is called a Bezier interpolating curve, see
[37]. The construction shown in Figure 6.5 is an instance of de Castaljau interpolation algorithm
in which straight line segments are used to interpolate between points and gives exactly the same

expression as (6.13). We can rewrite (6.13) in matrix notations as,
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Figure 6.5: Cubic interpolation with de Casteljau construction in R?

-1 3 -3 1||

P(t)=T(#)BQ = [* 2t 1] B0 B0 e (6.14)

3 3 00| Q

1 0 00 Q4

By equating (6.7) and (6.14) we arrive at an interesting relationship between the set of control points
(Q :={Q1,...,Q4}) and the set of points and tangents at end points (P := { Py, P», P}, Pi}). The

matrix C relating the geometric quantities P and @, i.e. P = CQ, is given by

10 00
00 01
C— _ (6.15)
33 00
00 -3 3

78



6. Curve Reconstruction in Riemannian Manifolds  6.3. Summary of Reconstruction Algorithm

With the help of (6.15) it is possible to convert the boundary condition given in the form of tangent
vectors to a set of control points. This approach works for a point set in R™. For further details
refer to [37]. If the straight line segments are replaced by the geodesics (corresponding to the
underlying Riemannian manifold) in the above construction, this algorithm extends to a point set in
a Riemannian manifold. For example, in [1] a similar approach is used to interpolate between two
points in SE(3). It is easy to connect multiple segments with appropriate boundary conditions in
form of a C? curve as done in case of open (6.9) and closed (6.10) spline interpolations. In Figure
6.1, we show an example of C? interpolating curve using de Casteljau algorithm. Since in SF(3)
we have closed form expressions for the exponential and log maps, it is easy to construct geodesics

between two points in SE(3).

6.3 Summary of Reconstruction Algorithm

We begin with a set S := {sg, s1, ..., S,_1} of sample points of the curve C C M. We assume
that S is a dense sample. Using the Riemannian metric defined on M we calculate distances,
d(si,sj), © # j, between sample points for i, j = 1,2,...,n — 1. Using the minimum spanning
tree algorithm we reorder the set of sample points. Suppose S, = {80(0)7 So(1)s -« - sg(n_l)} is the
reordered set where ¢ is a permutation on the set of n symbols. We interpolate S, using the de

Casteljau interpolation scheme and produce a C? continuous curve.
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Chapter 7

Examples of Curves Reconstructed in

Riemannian Manifolds

7.1 Curves on a Sphere

We begin our simulations with examples of curves on a unit sphere. We show two curves with
different densities required by the MST for correct reordering of the samples.

The curves after reordering the sample points are shown in Figure 7.1(a) and Figure 7.1(b).

7.2 Curvesin SE(2) : Application to Video Frame Sequencing

As an application of the curve reconstruction we take up a task of ordering the frames {F;},—;
of a video sequence. In Figure 7.2 there are sixteen frames of a video sequence. We use the rigid
euclidean motion of an object in the frames as a clue for re-ordering the frames. Let us assume that
the object under observation is masked by a rectangle and it is segmented out of the frames. We also

assume that the motion of the object is the rigid body euclidean motion in R?. Further let the video

frames from the sequence form a dense sample set of the motion curve. As discussed in section 4.5
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Sphere of radius one
+  Sample points

~|——Reconstructed curve Sphere of radius one
P T : - Sample points

— Reconstructed Curve

Z-axis
Z-axis

) 0.5
05 o ST 0

(a) (b)

Figure 7.1: Example curves on a unit sphere.

we calculate the distances between frames as the distance between elements of SE(2). Although
we do not focus on how to estimate the rotations we give a very primitive looking argument below
to estimate the distances between two frames. It turns out that the estimates are good enough in
this case to reconstruct the curve. But in general we use [0, =, y] as the elements of SE(2) and we
assume that we have an oracle to give these frame coordinates to the algorithm.

The euclidean distance between the means found out from the relative positions of the rectangle
is the first part of the distance metric. Next, we estimate the rotation angle of the object with
respect to a fixed inertial frame. For this purpose, we first register the objects with their means. It

is observed that if we overlap the registered rectangles, the area of the overlapping region provides

a good estimate of the rotation angle. In fact, for 6 > arctan(g), the overlapped area is Si‘fe, where
a is the shorter side of the rectangle, which clearly indicates as 6 increase the overlapping area
decreases up to §# = 7/2. For calculating the area we count the number of lattice points (pixels)

inside the overlapping regions. Finally, the estimate for § combined with the euclidean distance

between means gives the d*(F}, F»). Using sequential search with known initial frame we re-order
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3
N
¥

11

|
14 15
H BN

—
— —

Figure 7.2: Unordered video frames

the frames see Figure 7.4. Even if we do not know the initial frame, MST computes the correct
connections of the frames and gives a correct ordering up to end points.

Let us reconsider the distance metric on SE/(2) given in (4.5). If we scale the three axes prop-
erly, the problem of curve reconstruction in SFE/(2) reduces to the problem of curve reconstruction
in R? and we may use all the non-uniform sampling schemes and voronoi diagram based recon-
struction algorithms. As an example we have used NN-CRUST to reconstruct the curve above in

the motion sequence and we get the correct ordering as expected.

7.3 Curvesin SE(3)

In Figure 7.5 an unordered set of frames in SFE/(3) is shown. We assume that the sample shown is
dense.

By the distance metric defined in (4.17), we compute distances between all the frames. Finally
we compute the MST for the complete weighted graph of frames with the computed distances as
the edge weights.

Once the ordering is done we interpolate the sample with partial geodesic scheme. Results of
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O o = I
DO zZ 0
O 2 O ()
n o= o

Figure 7.3: Mean cancellation and rotation estimation

interpolation with two different granularities is presented in Figure 7.6 and Figure 7.7.

7.4 Another Useful Manifold

Suppose for a planar object in motion, we include scaling with respect to the center of mass along
with the rotation and translation. The resultant element will be of the following form
R d

A= : (7.1)
0 1

This element operates on the point of the object in plane. It scales(e*) and rotates(R) the object with
respect to its center of mass and then translates(d) the center of mass. With each such element we
can associate a vector [\, 6, d,, d,]. The elements of the form given by (7.1), with standard matrix
multiplication forms a Lie group. We can extend the notions of tangent space and exponential
map to this lie group. As discussed previously in section 4.6 this group is a semi-direct product of

elements of scaled rotations and translations. The tangent space elements at identity, Lie algebra
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Figure 7.4: Ordered video frames

elements, for scaled rotations are given by
[a] = A +0 (7.2)

And the usual matrix exponentiation gives

] \ | cos 6 —sind (7.3)
explal =e . .
sinf)  cosf

We can construct a left-invariant riemannian metric on this group. It can be shown that for two

elements A;, A, in this group

d(Ay, Ag) = VoA — N)2 4 (61 — 02)2) + B || dy — ds || (7.4)

is a valid distance metric. In Figure 7.8, a circular object under the action of this group is shown
for various time steps. Assuming the curve is sampled densely, along with the distance measured

by (7.4) we reconstruct the curve using MST. The successfully reconstructed curve, with the values
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Figure 7.5: A sample S of a curve C C SFE(3)

a = 10 and # = 1, is shown in Figure 7.9. Important fact to note here is that the curve presented
here is not a closed curve. The algorithm is modified in this case to take care of the end points. In
fact a simple nearest neighbor search will also do the job of reconstruction once we give the initial

point.

85



7. Examples of Curves Reconstructed in Riemannian Manifolds ~ 7.4. Another Useful Manifold

Figure 7.6: Reconstructed curve in SFE(3)

Figure 7.7: Reconstructed curve in S F(3) with finer interpolation
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7.4. Another Useful Manifold
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Figure 7.8: Various instances of a curve in SE(2) with scaling.
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7.4. Another Useful Manifold
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Figure 7.9: Instances of the reconstructed curve in SF(3) with scaling.
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Chapter 8

Conclusion

In this thesis, we have extended the computational geometry based approach for curve reconstruc-
tion to curved spaces. This work can also be looked upon as a systematic study of the problem of
curve reconstruction in Riemannian manifolds.

Some of the key steps involved in this extension process are as follows:

1. An example is identified in section 5.3 that shows the need of revising the Least Feature Size

based sampling criterion while working on a Riemannian manifold.

2. With the help of a few observations made in section 5.3 we were able to show the effect of

curvature of the underlying manifold on the sampling density for a given curve.

3. We gave an alternate proof of flatness of a curve segment inside the tubular neighborhood
for curves in R", which was further extended to curves in Riemannian manifolds in section

54.1.

4. We proved that the MST gives the correct re-ordering for a dense sample of a curve and
worked out a conservative bound for the uniform sampling of the curve based on the in-

jectivity radius of the manifold. In essence, the effect of local topological behavior of the
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8. Conclusion

underlying manifold was clearly identified and resolved by working inside the injectivity

radius (see Chapter 5 and Chapter 6).

5. We have presented a concise version of the above, including proofs and simulation results of

successfully reconstructed curves in SE(2) and SE(3) in [40].
The following major results are believed to be original:

e In the following result for a plane curve we give a conservative bound on the value of ¢ for
which N, (C) becomes a tubular neighborhood.
Proposition 5.4 If N (C) is a tubular neighborhood of C, then e < +, where k = max{k(p),p €

C} and k(p) is the curvature of the curve at point p.

e Based on the definition of tubular neighborhood and the medial axis we were able to demon-
strate the denseness of a sample with sampling density ¢.
Proposition 5.7 For plane curves if ¢ < minyec f(p) then a uniform e-sample S of curve C

is a dense sample.

e The curvature of the underlying Riemannian manifold plays a crucial role in defining the
sampling density of a curve. We propose to work within the injectivity radius of the manifold
to avoid cases similar to the example presented in section 5.3.

Proposition 5.8 Let C € M be a smooth, simple and closed curve. If S is a uniform e-

sample of C, then S is dense for ¢ < min{inf,cc f(p),i(M)}.

e We give an alternate proof of the following theorem for curves in the plane which is then
extended to Riemannian manifolds.
Theorem 5.9 Let p and q be two points on an arc C C R? such that q is inside the tubular
disk B.(p) centered at p. Then the sub arc pq of C is completely inside B,q>(c), where c is

the mid-point of diameter pq.
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e Using the Gauss lemma, we extend the proof of the previous result and show that the curve
segment inside a tubular disc does not wiggle too much in a Riemannian manifold.
Theorem 5.10 Let p and q be two points on an arc C C M, where M is any Riemannian
manifold, such that q is inside the tubular disk B.(p) centered at p. Then the sub arc pq of C

is completely inside B,q/2(c), where c is the mid-point of diameter pq.

e Putting pieces together we finally show that the MST correctly re-orders the dense sample of
a curve in a Riemannian manifold.
Theorem 6.1 If S is a dense sample of C C M, then the MST gives a correct re-ordering on
S and hence a correct geodesic polygonal reconstruction of C, where C is a smooth, closed

and simple curve.

In section 6.2, we describe an interpolation scheme based on the de Castaljau algorithm to inter-
polate between ordered sample points in a Riemannian manifold. Finally, we validate our proposed
scheme with the help of few examples of curves in Riemannian manifolds. We have selected Rie-
mannian manifolds which are widely used in engineering applications (a sphere, surfaces, SFE(3)
and SE(2) with scaling). We have also shown applications of combinatorial curve reconstruction
for ordering motion frames in graphics and robotics.

John Nash proved in [31] that every Riemannian manifold can be isometrically embedded into
some Euclidean space. Due to this result one might be tempted to think that reconstruction of
curves in R" directly implies reconstruction of curves in Riemannian manifolds. But, it is diffi-
cult to construct such an isometric embedding. This inadequacy of knowledge of the isometric
embedding has prompted researchers to work in Riemannian manifolds intrinsically. To the best
of our knowledge, no results have so far been reported in the direction, where the curve to be re-
constructed is embedded in a curved space. Our work is an initial contribution in this direction.
The motivation to work in this field is the growing applications of manifold methods in robotics,
graphics and computer vision.

We believe that the results of non-uniform sampling for curves in R" are transferable to the
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8. Conclusion

curves in Riemannian manifolds with appropriate modifications. As an extension to this work we
would like to work out necessary proofs and carry out simulations to support our belief. The effect
of noise on the sampling density and the reconstruction algorithm, in the case of curved spaces,
will be a challenging question. In future, we wish to work on the problem of curve reconstruction

from a noisy sample on curved spaces.
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Appendix A

Immersions and Embeddings

Definition A.1. Let M and N be differentiable manifolds. A differentiable mapping ¢ : M — N
is said to be an immersion if d¢, : T, M — Ty, N is injective for all p € M . If, moreover ¢ is

injective or ¢ is a homeomorphism onto ¢(M) C N we say that ¢ is an embedding.

Definition A.2. Let (M, g) and (V, k) be Riemannian manifolds. An isometric embedding is a
smooth embedding ¢ : M — N which preserves the metric in the sense that g is equal to the

pullback of i by ¢, i.e. g = ¢*h. Explicitly, for any two tangent vectors v, w € T,(M) we have

9(v,w) = h(d¢(v), dp(w))

Theorem A.3. [31] Every compact n-dimensional Riemannian manifold M of class C* (3 <
k < oo can be C* isometrically embedded in any small portion of a Euclidean space R where
N = %(3n + 11).

Every non-compact n-dimensional Riemannian manifold M of class C*(3 < k < oo can be C*

isometrically embedded in any small portion of a Euclidean space R where N = 5(n+1)(3n +

11).

93



Appendix B

Euler-Lagrange Minimization

1
min I(y)yeC(UJ) = / F(yv ylv fL‘)de‘ (Bl)
0

Given a functional 7 : C*(0,1) — R, where C''(0, 1) is the space of all real functions defined
on (0,1) with a continuous first derivative, to find a stationary point of this functional we must
ensure that %g)’a:o vanishes for all variations n(x) with boundary conditions 7(0) = 7n(1) = 0

where g(z) = y(x) + an(x).

doe )y djda = di do
LTrdF dF
_ o Y )| d
/ {dgn@wdg,n(x)} .
LaF {dF T L'd dF
Y O Lo v —/——~ ©)dz (B.2)
[ S s |G|~ [ Gemte)

The second term in the equation vanishes since the variation 7(z) vanishes at the end points.

Now substituting o = 0 in the Equation B.2 and rearranging the terms we get,

di(y),  ['[dF d (dF -
= [ |5 - a5 (i) e = o "
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We know from the result [21] that if f(z) is continuous in [0, 1], and if

[ femwar =0

for every function n(z) € C(0, 1) such that C'(0) = C(1) = 0, then f(x) = 0 for all z € [0, 1].

Hence, we get the Euler-Lagrange equation,

dF d (dF
_ Sl B.4
dy  dx (dy’> ! B4
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Appendix C

Parallel transport and the area of a region

enclosed by a curve on 52 C R’

In this appendix, we will discuss the role of covariant derivative in differential geometry. Differen-
tial geometry studies the properties of spaces (differentiable manifolds) from an intrinsic point of
view. In general it is not possible to have a global notion of direction from which we are able to
determine when a direction (tangent vector) at a point is the same as a direction at another point.
However we say that they have the same direction with respect to geodesic if they are parallel trans-
ports of each other. The notion of parallel transport can be extended to arbitrary curves. With this
it is possible to talk about how a particular vector quantity changes along a curve intrinsically.

Let M be a differentiable manifold and ¢ : [0,1] — M be a smooth curve. A vector field
V along the curve c(t) in M is said to be parallel if the derivative 27 = 0, i.e. the derivative
d(t =1t,)(V)|pem L T, M, where £ is the covariant derivative along curve c(t).

In a plane, since Gaussian curvature at every point is zero, if we transport a vector keeping its
angle with the tangent along a closed curve constant, then at the return to the starting point, the
transported vector is same as the initial vector. However this is not true on curved surfaces.

Let S? C R? be parametrized by x(u,v) : [0,7] x [0,27] — R3, as shown in (4.7). Let a
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curve c(t) = x(u(t),v(t)) be defined by u(t) = § and v(t) = t,t € [0,27] is a closed curve,
c(0) = ¢(27). We see that ¢/(t) = [0 1]7 in this case. Let V = v'x, + v?x, be a parallel vector

field along c(t). And the initial vector to be transported is V'|;—o = [1 0]7. Since,

DV
o 0, along c(t)
we have,
do! 1 dv? 9
EXU + v VXUXU + EXV + v VXUXU =0
S
=7
(2-v2)r
— T
U=3
v=>0

Figure C.1: Parallel transport of vector [—1 0] along curve c(t) = x(u(t),v(t)) where u(t) =
/4, v(t) =t, t € [0, 2r], a latitude.

We have the Riemannian metric g;; defined for S? as described in 4.8. Hence there exists a

compatible, symmetric connection V on S? for which it can be shown that along c¢(t)

1
Vi, Xy =Xy and Vi, X, = 5}(“
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Another way to compute covariant derivatives is to remove the normal component of the deriva-

tive from the directional derivatives.

Vi, Xu = XpXy — (XpXy, N)1

which obviously agrees with the expressions derived from the defintion of connection. Now as x,,

and x, are independent vectors we have a system of first order ODE’s as:

1
dv” 0 v

.| = (C.1)
dv” -1 0 V2

N =

The solution to (C.1) gives the associated v* and v%. Figure C shows the parallel transport of
[10]7 along c(t) and corresponding V' is a parallel vector field.

As predicted, the vector on returning to its starting point has picked up an angle (2 — v/2),
which not surprisingly equals to the area of the region enclosed by the curve ¢(¢). This is in

agreement with the Gauss-Bonnet theorem, see [22].
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Appendix D

The exp and log map on S FE(3)

A 1. Given [w] € s0(3),

1 _
St ) ﬁg"“” wP? (D.1)

exp |: w] v ] _ |: explw] Av ] D.2)
0 0 0 1

wp Wt T eE kT

where

A 3. Given 6 € SO(3) such that Tr(f) # —1. Then

log(#) = QSTD ¢(9 — 07 (D.3)

where ¢ satisfies 1 + 2 cos ¢ = Tr(f), |¢| < 7. Further more, || log 6]|? = ¢?.
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A 4. Suppose 6 € SO(3) such that Tr() # —1, and let b € R3. Then

0 b [w] A™1D
log = (D.4)
0 1 0 0
where [w] = log 6, and
1 2si — 1
Aoty sin [|w]] — [lw[[(1 + cos [|lw]]) w]?

2 2 || sin fje]]

AS. Let 01,0, € SO(3). Then the distance L = d(6y,0) induced by the standard bi-invariant
metric on SO(3) is

d(61,02) = || log(0;'65)|] (D.5)

where || - || denotes the standard Euclidean norm.

A6. Let Xy = (01,b1) and X5 = (62, b2) be two points in SE'(3). Then the distance L = d(X, X»)

induced by the scale dependent left-invariant metric on SFE(3) is

d(X1, Xz) =\ ]| log(6; "0:)|12 + by — by (D.6)

where || - || denotes the Euclidean norm.
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Appendix E

Singular Value Decomposition(SVD)

Any linear transformation A,,.,, : R” — R™ can be decomposed into A = UXV* form where
Unnxm and V,,«,, are orthogonal matrices, UU* = [,,,,, and VV™* = [,,..,,, and X, «, is the singular
value matrix with »;; = o;, where o;’s are the singular values. The decomposition of the above
form displays a suitable orthonormal basis for all the subspaces related to the matrix A [43].

If A is of rank r then we have the decomposition as follows:

01 0 - —
o
07"><m—7" - Uy -
Amxn: Uy .. Up | Upg1 .. Uy -
IR - S
| Om—rxr Om—rxm—r ] - -
R fl}n —

(E.1)
The geometric interpretation of this decomposition of a square matrix A is easy to visualize.
Consider a square matrix A, ,. A maps the unit sphere S* ! = {z € R™ :|| z |[,= 1} to an

ellipsoid with half-axes o;u;.
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E.1. Pseudo Inverse

Rm

gim(Col(A)) =Y

dim{Nu dim{Nuli(4

Figure E.1: Four subspaces related to a Matrix A : R” — R of rank r and hunt for orthogonal
basis {vy,ve,...,v,} and {uy, ug, ..., Uy}

E.1 Pseudo Inverse

The SVD can be used for computing the pseudo inverse of a matrix. The pseudo inverse of a matrix

A with decomposition UXV* is given by
Al = V*Yiy, (E.2)

where 1 is formed by replacing every non zero diagonal entry of ¥ by its reciprocal and transpos-

ing the resultant matrix. Pseudo inverse is one way to solve the least squares problem Ax = b.
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E.2. Approximation of matrix Asy3 by a Rotation Matrix

E.2 Approximation of matrix As,; by a Rotation Matrix

Let an object be rotated, under the action of rotation matrix R, in R®. Suppose from the known
correspondence of points between the point sets before and after rotation we estimate the trans-
formation matrix A using least squares. It may happen that due to discrete grid constraint we end
up with a matrix which is not exactly the rotation matrix. Now we want to find out the rotation
matrix which is closest to the estimated transformation matrix in some sense. Formally we want
to minimize the Frobenius norm of the difference matrix (R — A). The problem can be stated as
follows:

m}%n | R — A% subject to R"R = 1. (E.3)
| R— A% = Trace((R— A" (R — A))
= 3+ Trace(ATA) — 2Trace(RT A) (E4)

The minimization in (E.3) is reduced to minimizing the Trace(RT A) in (E.4). Substituting the

SVD of A = UXVT in Trace(RT A),

Trace(RTA) = Trace(RTUXVT)

= Trace(VTRTUZ) = Trace(EYX)
3 3
= Z €ii0; < ZUz‘ (E.5)
i=1 i=1

This can be achieved if we set R = UVT which leads to £ = I55.
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