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Abstract

This thesis addresses the problem of spectral unmixing of remotely sensed hyperspectral

data. The spectral unmixing has the objective of quantifying the reflectance properties

of different materials on the earth. Complete spectral unmixing includes estimating the

number of constituent materials in the data, extracting their spectral signatures called

endmembers, and estimating their contributing ground cover fractions called abundances

from each location of the acquired scene. The need of spectral unmixing has been fos-

tered with the development of powerful hyperspectral sensors in the field of remote sens-

ing. These hyperspectral imagers acquire a set of co-registered images of a scene with

hundreds of narrow and contiguous bands covering the visible, the near-infrared, and

the mid-infrared wavelengths of the electromagnetic spectrum. Due to limited spatial

(ground) resolution supported by the high altitude sensors, the materials are often spa-

tially mixed. One can unmix them using algorithmic approaches without the need for

spatial resolution enhancement. This thesis contributes new methodologies for decom-

posing the hyperspectral data into its constituent entities and also provides a unified

framework for the complete spectral unmixing of the data. This kind of analysis yields

myriad of data products in remote sensing, defense and military, agricultural develop-

ment, urban planning, and in many other areas.

We begin by estimating the abundances considering cluttered endmembers that could

happen in practice. Under linear mixing model, we consider an unmixing problem wherein

given the extracted endmembers, the task is to estimate the abundances. This problem

is solved using Tikhonov regularization within a total-least squares (TLS) framework

that takes care of noise in both the data and endmembers. We discuss the role of reg-

ularization in the spectral unmixing, show the analysis of the regularized solution and

compare it with a TLS-based direct inversion. The approach is experimentally tested

on a synthetically generated hyperspectral data with different noise levels in both data

and ground truth endmembers as well as validated on the real hyperspectral data. The

performance comparison using different quantitative measures is done with the existing

approaches based on the TLS framework.

We next consider the use of Huber-Markov random field (HMRF) prior on the abun-

dances in order to improve their solution. Given the endmembers, we model the corre-
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latedness among the abundances as the HMRF in the contiguous spectral space of the

data. A maximum a posteriori (MAP) approach is used to solve for abundances using

the fact that the abundances are dependent on the scene-contents and they represent

mixing proportions of the endmembers over the scene area. The HMRF parameter is

estimated from the data itself. For this we use an initial estimate of abundances that

are estimated based on the matched-filter theory and thus derive a data-dependent or

data-driven HMRF (dHMRF) prior. We present the theoretical analysis that shows the

effectiveness of the proposed approach when compared to the state-of-art approaches.

The proposed method has the following advantages: 1) The estimated abundances are

resistant to noise since they are based on an initial estimate that has high signal-to-noise

ratio (SNR). 2) The variance in the abundance maps is well preserved since the threshold

in the dHMRF is derived from the data itself. The method is first evaluated on the simu-

lated data for increasing noise levels and the sensitivity analysis is carried out for various

parameters. The performance is also evaluated on a real hyperspectral imagery. The

proposed approach outperforms the state-of-art methods when compared using different

quantitative measures.

Accurate estimate of endmembers is important when we attempt to solve the complete

spectral unmixing. Towards this end, we next propose a novel approach for endmember

extraction which gives band-wise estimate of the endmembers in order to enhance the ac-

curacy of the estimation. This approach explores the spatial, spectral as well as temporal

characteristics of the data for endmember extraction. An overdetermined system of linear

equations is set-up using the knowledge of abundances and the multi-temporal data, and

a constrained least-squares solution is sought to recover the endmembers. The approach

is experimentally tested on a set of simulated data synthesized using real hyperspectral

signatures. The method not only improves the accuracy of endmember extraction but

also results in reduced computational complexity.

Finally we provide a unified framework for the complete spectral unmixing in which

we make use of the endmembers extracted using our band-wise endmember extraction al-

gorithm. Inspired from the concept of bootstrapping in the field of linear electronics and

by using the multitemporal data, we propose a novel approach for simultaneously identi-

fying the number of endmembers, their signatures and carry out the unmixing without the

need of additional information as used by other researchers. Here, the data reconstruction
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error (DRE) is utilized as a positive feedback to vary the number of endmembers. The

process of iterative bootstraping (IB) is continued until the DRE between the available

and reconstructed reflectance is minimum, leading to an optimum solution in the least-

squares sense. The entire IB process is further described using geometric illustration.

The proposed approach works as a self-regulatory mechanism for the complete spectral

unmixing. It can also serve as a basis to find the temporal changes in a hyperspectral

scene based on variations in the estimated abundances over a period of time. The efficacy

of the method is tested on the multitemporal data constructed using the U.S. Geological

Survey (USGS) spectral library signatures. The comparison of the results is shown with

the standard hyperspectral unmixing process chains for the increasing noise levels in the

data. The sensitivity analysis is carried out to verify the number of spectrally distinct

signatures present in the scene, and finally a cross-check is done to further validate the

unmixing.

Keywords:

Abundance Estimation; Band-wise Endmember Extraction; Bootstrapping; Huber Func-

tion; Hyperspectral Imaging; Ill-Posed Inverse Problem; Markov Random Field; Maxi-

mum a posteriori (MAP) Estimation; Regularization; Spectral Unmixing.
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Chapter 1

Introduction

1.1 Scope

Remote sensing involves acquiring data from the Earth’s surface without physical con-

tact with the area being sensed. Classically, the satellite based sensors capture the data

in 4 to 6 different regions in the electromagnetic spectrum covering the visible, infrared

and thermal infrared wavelength bands and are well-known as the multispectral sensors.

Recently the hyperspectral imaging (imaging spectroscopy) has emerged as a powerful

passive remote sensing technology. The hyperspectral imagers (also known as imaging

spectrometers) acquire a set of co-registered images of a scene with relatively large in-

stantaneous field-of-view (IFOV) (about 4m×4m to 20m×20m) and much finer spectral

resolution (10nm within more than 200 contiguous wavelength bands). This has enabled

quantitative analysis of an area within an IFOV of the sensor. The unprecedented capa-

bility of the hyperspectral sensors enables the remote acquisition of images where each

pixel is a vector with the high spectral resolution that enables better analysis of contents

in an area [1, 2, 3].

Majority of data processing and analysis research in hyperspectral imagery can be

categorized as i) detect known and/or unknown targets in a given scene, ii) classify the

given image into subregions where a material is predominant, iii) detect changes in a scene

over a period of time, and iv) estimate the endmembers and their proportions within a

pixel location, so-called spectral unmixing, in order to better understand the scene.

The spectral unmixing of remotely sensed hyperspectral data aims at quantifying

the reflectance properties of different regions especially those which are physically inac-

1
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cessible within an area of the earth. The quantification includes identifying number of

spectrally distinct materials, estimating their spectral signatures, and respective abun-

dance fractions [4]. Many times estimating the abundances at every location of the scene

or generating the abundance maps of the scene is termed as unmixing in the remote sens-

ing community [5]. The more general term spectral unmixing has ambitious objectives

of updating the spectral library by identifying unknown materials, characterization and

quantification of the materials, and to generate the abundance maps of materials found

at various areas of the earth.

Apart from this, the spectral unmixing results in better analysis of remote sensing

data and this is useful in various applications. To name a few, it includes better clas-

sification and segmentation of the scene [6, 7], detecting changes in the scene based on

the variations in material reflectance over a period of time [8, 9, 10, 11], super-resolution

of the hyperspectral images [12], and developing content-based hyperspectral image re-

trieval systems [13, 14]. Besides, it contributes in other areas as well which includes the

agricultural product developments based on the remote sensing data [15, 16], in marine

science, for example to analyze the spectral mixing in macroalgae found in the sea [17],

and to analyze biochemical components in the vegetation process [18].

1.2 Hyperspectral Imaging

Hyperspectral imaging systems measure target reflectance in large number of contiguous

narrow bands. This larger sampling of the electromagnetic spectrum provides a great

increase in the information which is useful in different fields such as agriculture, geography,

geology, mineral identification, urban planning, environmental monitoring, surveillance,

target detection, and classification of the acquired data. Most hyperspectral imagers

measure hundreds of spectral bands, however, the narrowness and contiguous nature of

the measurements qualifies them as hyper-spectral.

The hyperspectral imaging systems are used to characterize the spectral properties

of target depending on the scale of observation covering the visible, near-infrared, and

shortwave infrared spectral bands. Table 1.1 briefly describes many hyperspectral imaging

systems and their specifications.
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Table 1.1: Hyperspectral imaging systems.
AVIRIS HyDICE HyMAP AIMS Probe-1 Hyperion CHRIS HySI

[19] [20] [21] [22] [23] [24] [25] [26]
Introduction Year 1987 1995 1996 1997 1997 2000 2001 2008

Platform airborne airborne airborne airborne airborne spaceborne spaceborne spaceborne
Nominal Altitude (km) 20 6 5 3 2.5 705 550 - 670 100
Spatial Resolution (m) 20 3 10 2 5 30 17 & 34 80

Spectral Resolution (nm) 10 10 17 3 10 10 1.3 - 11.3 15
Spectral Range (µm) 0.4-2.5 0.4-2.5 0.4-2.5 0.4-0.88 0.4-2.5 0.4-2.5 0.415-1.05 0.4-0.95

Number of Spectral Channels 224 210 128 143 128 220 18 & 62 64
Swath Width (km) 12 0.9 6 3 3 7.7 0.13 20

1.2.1 Principles of Imaging Spectroscopy

Figure 1.1: Passive remote sensing by satellite based sensors.

Spectroscopic analysis refers to the study of interaction between the materials and ra-

diated energy using a laboratory spectrometer. Hyperspectral remote sensing combines

imaging and the spectroscopy in a single system. The idea is to carry a spectrometer

on-board the satellite or aircraft to remotely capture the data. This is done using the

passive sensing (see Figure 1.1) wherein the light energy from the Sun strikes an object on

the earth, and the reflected light is captured by the hyperspectral sensors. These sensors

are equipped with a bank of filters designed for recording the data in various bands of the

visible to infrared range. Thus the hyperspectral imaging provides a complete reflectance

profile of various areas on the earth. This is depicted in Figure 1.2 for some of the pixel

locations in an acquired scene data. The data acquired by these sensors is very large [28]

and hence we need new methods for its processing and analysis. Hyperspectral imagery

is typically collected and represented as a data cube or image cube with spatial informa-

tion collected in the X-Y plane, and spectral information represented in the Z direction.

Figure 1.3 illustrates an example of hyperspectral data cube which has images at different
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Figure 1.2: Principles of imaging spectroscopy [19, 27]. The plots are showing the bands
versus reflectance at few pixel locations.

spectral bands shown in the X-Y plane, and the spectral band range is indicated in the

Z-direction.

Figure 1.4 shows some of the real hyperspectral images captured by different sensors.

Figure 1.4 (a) shows an image corresponding to band 50 collected by the airborne visi-

ble/infrared imaging spectrometer (AVIRIS) [19] by the National Aeronautics and Space

Administration (NASA) over the well-known Cuprite mining site located at Nevada, USA.

This site is considered as a benchmark for testing the algorithms on hyperspectral data.

Figure 1.4 (b) is the French Frigate Shoals image as seen by the CHRIS Proba-1 by the

European Space Agency (ESA). In the Figure 1.4 (c) we display the band-31 image of

the moon captured by the hyperspectral imager (HySI) on-board the Chandrayaan-1 as

a part of the first mission to Moon by the Indian Space Research Organization (ISRO).
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Figure 1.3: An exemplary hyperspectral data with the set of co-registered images acquired
at different bands [29].

1.3 Linear Mixing Model

Researchers have attempted to solve the spectral unmixing problem by mathematical

modeling of the hyperspectral image formation. However, this itself is a difficult issue

since the sensor radiance due to the remote acquisition depends on many hidden parame-

ters including material types, interaction of light intensity with the materials, the way in

which they are mixed, scene topology, and the environmental effects. Both the linear and

nonlinear modeling have been used for modeling the hyperspectral data [33, 34]. A gen-

eral model can be considered as having a nonlinear relationship between the reflectance,

i.e., pixel intensities, and the entities such as endmembers and corresponding abundances

[35]. However, it is difficult to replicate the complete physical mixing phenomena in

the generic nonlinear model. Besides, solving the spectral unmixing problem involving

nonlinearity has many practical challenges. On the other hand, the linear mixing model

presents the natural framework representing the hyperspectral data, and hence its use

is prevalent in the remote sensing community. It is a balanced model having the rep-

resentation accuracy and the mathematical tractability. It is also indicative of many of

the real-world scenarios involving hyperspectral data analysis [33]. After analyzing many

real hyperspectral datasets, majority of the researchers in the remote sensing community

are using the linear mixing model for solving the problems related to hyperspectral data

[36, 37]. Our approaches in this thesis are also based on the linear mixing model.

In the linear mixing model (LMM) [38], the data is considered as linear combinations

of the endmembers that represent the pure spectra, i.e., spectra of the constituent mate-
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Figure 1.4: Hyperspectral images: (a) Cuprite band-50 acquired by AVIRIS (NASA)
[30], (b) French Frigate Shoals by Proba-1 CHRIS (ESA) [31], and (c) a far side of moon
band-31 as seen by HySI Chandrayaan-1 (ISRO) [32].

rials, found within the scene. The LMM provides a simple and mathematically tractable

framework for solving the spectral unmixing problem [5]. In general, the available ra-

diance data from the remote sensor is first converted to equivalent reflectance values.

Then the reflectance data is processed for radiometric calibration, geometric corrections,

and necessary atmospheric compensations [39]. Now, considering the LMM at each pixel

location in the remotely acquired scene, one may write

r = Mα + n, (1.1)

where r is the data (reflectance) vector at a location considering W number of bands,

the size of which is W × 1. Given e number of endmembers in the scene, M represents

the endmember matrix of size W × e. The corresponding abundances are represented

as a vector α of size e× 1. Here, the n denotes independent and identically distributed

Gaussian noise having same size as the W × 1. There are various types of noise sources

in the remotely sensed data. It includes the sensor noise due to limiting quality/aging of

components, environmental noise, channel noise such as stripping noise and impulse noise,

thermal noise present in the circuits, drifts & imperfections due to control mechanisms,

etc. However, in general it is difficult to predict the amount and types of noises in the

real data acquired by the hyperspectral sensors. By using the theory of Central Limit
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Theorem, researchers often model it as additive white Gaussian noise (AWGN). Mostly

the noise n in equation (1.1) includes background noise, instrument noise and can also

include errors due to modeling inaccuracies. In order to handle the random nature of

noise, it is a common practice in the spectral unmixing research community to carry out

the noise sensitivity analysis on the synthetic hyperspectral data.

It can be seen that use of the equation (1.1) at every pixel of the hyperspectral data

forms a vector space. Since the images are acquired using the principles of reflectance

spectroscopy by the hyperspectral (passive) sensors, the resultant data lies in the W

dimensional nonnegative real vector space. The endmember vectors representing the

columns of M are the basis vectors that represent the pure spectra of the constituent ma-

terials. These vectors span the W dimensional vector space formed by the hyperspectral

data in which the abundances correspond to the weights of the endmember vectors. The

hyperspectral data inherently imposes the nonnegativity constraint on the endmembers

while the abundance fractions are constrained by the nonnegativity as well as sum-to-one

at each location due to the LMM on data.

The LMM can be easily illustrated using a noiseless scenario in the data. Let us

consider a data vector r ∈ IR+W , where W is the available number of wavelength bands,

is a linear combination of endmembers weighted by their abundances. Thus,

r = Mα,

where endmember matrix M represents the spectral signatures and it has the size of

W × e, with e being the number of endmembers. The corresponding abundances are

denoted by e-dimensional vector α = [α1, α2, ..., αe]
T where, αi represents the fractional

area covered by the ith endmember.

Figure 1.5 represents the hyperspectral data vectors of a scene as points in the W

dimensional Euclidean space. A convex hull is formed due to the data points representing

the endmembers of the scene since the corresponding abundances are nonnegative and

sum-to-one for each data point. As shown in the figure, all the data points lie within the

polygon formed by the endmembers of the scene.
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Data point 

Endmember 

Figure 1.5: Linear mixing model representing data vectors as points in W-dimensional
Euclidean space. Endmembers represent the vertices of the polygon comprising the data
points. The physical constraints on the abundances lead to the convex hull representation.

1.3.1 Spectral Mixing in Hyperspectral Data

In general, the processing of remotely sensed imagery is a challenging task mainly due to

limited resolution offered by high altitude satellite sensors [40]. The hyperspectral data

is envisioned for recording material reflectance across the contiguous wavelength bands.

A hyperspectral-pixel is a vector which constitutes reflectance across the bands within

an IFOV, i.e., it represents spectral response at the IFOV. Pixel values within a band

are dependent on many factors that include spatial resolution of camera, scene content,

day/time of acquisition, ground area, etc. In order to avail the higher spectral resolution,

the sensors offer relatively poor spatial resolution due to the technology trade-off and

the hardware limitations. Thus one can consider the reflectance or pixel intensity values

as mix of more than one material reflectance within a pixel location, in addition to the

various parameters that contribute to its formation. This physical mixing among the

spectral signatures is a function of wavelength (λ) and the radiance ρ sensed by the

sensor can be simplified at each location of the scene as,

ρ =

∫∞
0

B(λ)φ(λ)dλ∫∞
0
φ(λ)dλ

, (1.2)

where, B(λ) is the Planck distribution function and φ(λ) is the spectral response of the

detector within an IFOV. Hyperspectral imaging constitute data captured at large num-
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ber of bands representing the radiance given in equation (1.2). Though (1.2) represents

mixing using integration of product of two factors, in practice, this mixing phenomenon

has been modeled as either linear or nonlinear mixture of finite number of spectral signa-

tures of constituent materials called endmembers present in a scene. In the linear model,

reflectance r is approximated as a linear combination of the endmember signatures con-

stituted by the endmember matrix M. It is conveniently expressed as the linear mixing

model (LMM) (1.1) that includes the uncertainty inherent in the data acquisition.

1.3.2 Spectral Unmixing: An Ill-posed Inverse Problem

An inverse problem [41, 42, 43] can be considered as given the effects, find out the causes.

This is inverse, because the effects are normally observed given the causes, which consti-

tutes a forward or direct problem. The solution to an inverse problem allows us to know

about the physical parameters that cannot be directly measured or observed. The inverse

problems are challenging to solve because of the difficulties involved in inverting in order

to get a unique solution. Inverse problems arise in many of the practical situations in

the field of science and engineering that include imaging systems. An example of inverse

problem is in the area of computer vision where the estimation of depths, i.e., distances

of object points, is often of interest. Here, given a 2-D image, one has to estimate the un-

known depths which is the third dimensional parameter. In order to solve such problems,

the physical phenomena can be suitably represented by mathematical model. The linear

model is generally preferred in many applications due to its mathematical tractability.

Inverse problems using the linear model aim to estimate the model parameters, given

the data. If we have y = Ax, where y is the observation vector, the issue in the linear

inverse problem is to estimate matrix A and vector x, given the y. Estimating x, given y

and A is also an inverse problem. Several problems such as image restoration [44], image

deconvolution [45] in the field of image processing, and the signal estimation [46] in the

area of communications often use the linear model, and they solve the inverse problem

in order to estimate the image or the signal.

The term ill-posed problem in mathematics is due to the definition given by Jacques

Hadamard for a well-posed problem [47, 48]. Well-posed problems guarantee the follow-

ing:
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1. Existence: a solution exists.

2. Uniqueness: the solution is unique.

3. Stability: the solution is consistent with changes in the input conditions.

As an example consider the y = Ax, where y is observed and the x has to estimated.

If A is a square matrix and if its inverse exist, i.e., A is well-conditioned matrix, then one

can obtain the x = A−1y which is the unique solution. If any one of the above mentioned

properties is not satisfied, then it becomes difficult to invert in order to get the solution.

A situation may arise when one does not have a solution at all. In this case, the equations

are inconsistent. For example, consider a linear system with two variables x and y, i.e.,

x+ y = 2 and x+ y = 3, which are inconsistent and hence do not have a solution. Many

times one may have multiple solutions and it is difficult to decide which is the correct

answer. Let’s say, an equation x + y = 2 which has infinite solutions. Such problems

are not well-posed and are termed as ill-posed problems in the context of the Hadamard

definition.

A problem can also be ill-posed when the transformation matrix A is ill-conditioned.

In this case, a small error in the data can result in much larger errors in the solution.

Returning to the linear system y = Ax, with the matrix A given in [49]:

A =

 1 1

1 1.0001

 ∴ det(A) = 1.0000e−004, and cond(A) = 4.0002e+004. (1.3)

Here, det(A) and cond(A) represent the determinant and condition number of the A,

respectively. In this case one can see that although the determinant exists, the eigenvalues

of A, i.e., λ1 = 10−4/2 and λ2 = 2, result in a high condition number. Thus, A becomes

nearly singular matrix. Hence, a slight change in the observation y can drastically change

the solution x. This leads to a severe ill-posedness.

It is observed that the inverse problems are generally ill-posed in nature. Hence, it is

very difficult to obtain a unique solution. One has to impose certain constraints on the

solution in order to obtain a better solution. In practice, the observations are often noisy,

i.e., y = Ax + n, where n represents the noise. This effectively avoids the constrained

minimization and one may go for unconstraint minimization where prior information
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about the solution is used in order to arrive at a better solution. The minimization is

carried out without imposing the strict constraint. The method of solving an ill-posed

problem using the prior is known as regularization. This can also be done by using the

Bayesian perspective [50, 51, 52]. One can include number of priors as constraints on the

solution in order to better restrict the solution space that helps in making the problem

well-posed.

Solving for the spectral unmixing using the mathematical model as given in equation

(1.1) is an ill-posed inverse problem. First of all the noise and outliers are inherent in

the remote sensing data acquisition. Apart from them, there are three different inverse

problems involved while performing the complete spectral unmixing. In the hyperspec-

tral data, the number of endmembers e is found to be significantly less than the available

bands W . This is similar to pigeon-hole problems wherein the pigeons, i.e., number of

endmembers, are far less than the holes, i.e., spectral bands. This leads to multiple so-

lutions and hence it is hard to determine the exact value of e from the available data.

Looking at (1.1) we see that there are less number of knowns, i.e., reflectance. The end-

members extracted from the data need to be linearly independent since they correspond

to distinct constituent spectra with their values in each band satisfying the nonnega-

tivity constraint due to the passive remote sensing. Finally, the abundances must be

constrained by both nonnegativity and sum-to-one. This leads to solving an overdeter-

mined system of equations satisfying the number of physical constraints. Hence, solving

for the complete spectral unmixing or solving for any of the single entity is difficult since

it results in ill-posed inverse problem due to reasons mentioned above.

In this thesis, we propose different approaches for solving the ill-posed inverse problem

of spectral unmixing. Our approaches are novel and inspired from the Bayesian inference

and the regularization frameworks.

1.3.3 Mixed Pixels in Hyperspectral Imagery

The hyperspectral sensors have a high spectral resolution, but they have limited spatial

resolution. This results in mixed-pixels in the hyperspectral imagery, i.e., presence of

multiple spectral sources within a pixel location. Figure 1.6 illustrates the concept of the

mixed pixels considering the data as linear combinations of the endmembers or spectral
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signatures that represent the pure spectra found within the scene. Pixels corresponding

to a single spectral signature are called pure pixels. Note that the reflectance correspond-

ing to such a pixel location indicate the presence of one of the endmembers at that pixel.

Mixed pixels are inherently found at almost every location of the scene due to the rela-

tively poor spatial resolution of hyperspectral image. However, one may also find mixed

pixels in the data even when the spatial resolution is high [6]. A part of an exemplary

scene shown in Figure 1.6 having a spatial resolution of 3m× 3m has such mixed pixels

with three endmembers, viz, grass, tree and soil. A pixel marked with the thick borders

has the mixing proportions (abundances) as given in the box.

Figure 1.6: Existence of mixed pixels in hyperspectral imagery [53].

Our work in this thesis involves estimating the abundances given the other two un-

knowns, i.e., number of endmembers and their signatures, and to extract the endmem-

bers, given the abundnaces and number of endmembers. Finally, we solve the complete

spectral unmixing problem in which we estimate all the three entities, given the data.

This is similar to the blind source separation problem for which different methods and

frameworks including the independent component analysis (ICA) have been proposed

[54, 55, 56, 57, 58, 59]. However, most of these methods/frameworks can not be applied

for solving spectral unmixing because of the severe ill-posedness in the problem. Since

the sources are actually dependent in the hyperspectral data, the ICA based techniques

are not suitable to perform the spectral unmixing [60, 61].
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1.4 Thesis Contributions

This section summarizes the topics addressed in the thesis and our main contributions.

We begin by estimating the abundances considering the cluttered endmembers. Next

problem considers the abundance estimation given the true endmembers of the scene.

Then the problem of endmember extraction is addressed. Finally, number of endmembers,

their signatures and corresponding abundances are simultaneously estimated in a single

algorithm that is we perform blind decomposition of the given data. We call this as the

complete spectral unmixing of the hyperspectral data.

Towards this end, we first discuss the linear mixing model (LMM) for the remotely

acquired hyperspectral data. The LMM accounts for modeling the general degradations

found in hyperspectral data including the instrument noise. We then review the liter-

ature on our works estimating each of the three entities in the spectral unmixing, i.e.,

estimating the number of endmembers, their signatures and corresponding abundances,

as well as works involving joint estimation of more than one entity. Finally, approaches

incorporating the usage of multitemporal data for change detection and unmixing are

also reviewed. Our thesis contribution include following:

• To begin with, we consider an unmixing problem wherein given the noisy data and

the corrupted endmembers, we estimate the corresponding abundances. We pro-

pose a regularization based approach within a total least-squares (TLS) framework

for recovering the underlying abundance maps. The ill-posedness is handled by con-

sidering a Tikhonov prior on the abundances. The formulated objective function

is minimized using gradient based method. A theoretical analysis is carried out to

show the effectiveness of the regularization for restricting the solution space in order

to arrive at a better solution. We also analyze the role of regularization in solving

the unmixing problem. The experiments are conducted on synthetically generated

data constructed using the USGS library signatures with increasing levels of noise

in the data. After verifying consistency in the spatial abundance patterns within

the estimated abundance maps, the results are quantitatively compared using dif-

ferent measures with the existing TLS-based approaches. The performance of the

proposed approach is also tested on the real AVIRIS Indian Pines data. The results

are validated for the consistency in the spatial patterns in the maps and then the
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quantification of the unmixing errors is done in terms of the data reconstruction

error. Our algorithm outperforms the existing TLS-based approaches.

• The hyperspectral signatures representing the endmembers are strongly correlated

due to nature of the data. This leads to an ill-conditioned endmember matrix.

The underlying abundances of the scene are either smoothly varying or have sud-

den variations depending upon the mixture of the signatures at a location. The

inevitable presence of noise and outliers in the data adds the uncertainty while

solving the unmixing problem. Hence, estimating the abundances is a challenging

problem even with the ground truth endmembers. To this end, we next propose a

new data-driven prior and the same is used to take care of the ill-posedness in the

unmixing. For this, we develop a two-step Bayesian method in which the depen-

dencies in the abundances are estimated in the first step to yield a data-dependent

Huber-Markov random field (dHMRF) model for the abundances. The posterior

probability is then maximized in the second step using particle swarm optimization

(PSO) which is guaranteed to converge. The MAP optimization is initialized by par-

ticles drawn from Dirichlet distribution enforcing the required physical constraints

on the solution. The proposed method uses only the available data to estimate the

necessary parameters and hence effectively avoids the learning of the parameters

from the large datasets. A theoretical analysis along with the geometric illustration

is carried out to show the competency of the method. The experiments are con-

ducted on synthetically generated scene having different mixing proportions. The

noise sensitivity analysis is then carried out and the results are compared with the

existing state-of-art methods using different quantitative measures. The processing

time of the proposed algorithm is also compared with the other approaches. Fi-

nally the abundance maps of the real AVIRIS Cuprite data are estimated using the

proposed approach. The results are first validated for the visual consistency of the

maps with the existing state-of-art algorithms and then the quantification of the

unmixing errors is done in terms of the data reconstruction error. Our algorithm

outperforms the existing state-of-art approaches.

• The hyperspectral data is composed of the endmembers and their distribution rep-

resenting the abundances over the scene. Hence, given the endmembers, the corre-
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sponding abundances can be estimated; and given the abundances, the endmembers

can also be estimated since these two together form the reflectance values. Hence,

after the work on abundance estimation, a novel approach for estimating endmem-

bers of the scene is developed in this thesis. This method integrates the spatial,

spectral as well as temporal characteristics of a scene to better constrain the end-

member values in each band. An overdetermined set of equations are formulated

using the multi-temporal data and the knowledge of estimated abundances. The

formulated objective function is minimized using the nonnegative constrained least-

squares framework. Our approach is validated by conducting experiments on the

simulated data and comparing our results with the state-of-art approaches. The

proposed algorithm competes with the current state-of-art approaches, yet it has

much lower processing time as well as computational complexity. This algorithm

requires the availability of the abundances, and the same is overcome in our next

contribution.

• Finally, given the multitemporal data, we solve the complete spectral unmixing

problem which is a blind decomposition of the data. We develop a completely new

framework for simultaneous estimation of number of endmembers, their signatures

and abundances. This method provides the complete solution in a single algorithm.

The framework is inspired from the principles of bootstrapping used in the theory

of linear electronics. To carry out this work, we use our endmember extraction

algorithm. Data reconstruction error (DRE) is used as a feedback to obtain the

complete spectral unmixing iteratively. This is a self-regulatory mechanism which

converges in the least squares sense. The experimentation is carried out using

the multitemporal data synthesized using the real hyperspectral signatures of the

USGS spectral library. First the algorithm is tested for the correctness of number

of endmembers and the final results are compared with the existing approaches.

Error analysis is carried out and the time complexity is calculated. To the best of

our knowledge, this is the first method which solves for all the three unknowns in

a single algorithm. Hence, in order to compare our results, we combine the state-

of-art approaches for each of the unknowns in a chain. The proposed framework

outperforms the standard chains of spectral unmixing comprising of the current
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state-of-art approaches.

All our algorithms are run on a Desktop PC with Intel R© CoreTM i5-3210M CPU at

2.5 GHz with 4 GB of RAM. These algorithms are implemented in MATLAB R© running

on a 64-bit operating system.

1.5 Thesis Organization

The organization of the thesis mentioning the contribution is shown in Figure 1.7 showing

flow of the work. It begins with an introductory chapter on the orientation of the problem

with the linear mixing model. Subsequently, each of the work is arranged as an individual

chapter (see Figure 1.7). Finally, the thesis provides the concluding remarks and future

research lines.

The thesis is organized as follows. Chapter 1 discusses the principles of imaging spec-

troscopy, spectral unmixing problem and linear mixing model. Chapter 2 reviews the

research work carried out in the area of spectral unmixing. The TLS-Tikhonov regular-

ization method for estimating the abundances, given the data and perturbed endmembers

is presented in Chapter 3. In Chapter 4 we discuss the MAP-dHMRF based data-driven

stochastic approach to unmix the hyperspectral data. A new approach for endmember

extraction is discussed in Chapter 5 in which we show how the accuracy of endmembers

is improved by using the multi-temporal data. Chapter 6 presents a novel framework

for a blind estimation of number of endmembers, their signatures and abundances, called

Iterative Bootstrapping (IB). Finally in Chapter 7 we conclude the thesis by summarizing

the main contributions and by listing out future research directions.
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Chapter 2

Literature Review

Spectral unmixing of hyperspectral data is actively researched since over three decades.

Goetz et al. [1] has introduced this idea of decomposing the hyperspectral data into

its constituent components back in 1985. Since then many researchers have worked on

this problem that has resulted in various approaches. Given the data, complete spectral

unmixing solves for the three unknowns, i.e., it starts by identifying number of spec-

trally distinct materials in the data followed by extracting their spectral signatures called

endmembers and finally estimating the corresponding ground cover fractions called abun-

dances. Solving this inverse ill-posed problem poses major challenges primarily due to

the existence of mixed pixels in the data, variations in atmospheric conditions, sensor

noise, material decomposition, location, and unknown background. The researchers have

attempted to solve the problem using mathematical modeling of the hyperspectral data.

A very first model for analyzing the spectral reflectance was proposed in the year 1979

for the mars data [62]. In the year 1981, the well-known Hapke’s model was proposed [35].

This model being a nonlinear mixing model was more difficult to handle. There are several

challenges involved in using the nonlinear model including number of parameters, their

interrelationships, methods of estimation, obtaining a fast solution, etc. More recently,

the nonlinear unmixing methods have been reviewed in [63]. It should be noted that

the use of the nonlinear mixing models are mainly application-dependent [64, 65, 66].

In [67] a geometric distance based method is proposed for the nonlinear unmixing of the

hyperspectral data. This method could serve as a generalized framework for the nonlinear

unmixing methods.

In the year 1983, Johnson et al. [68] proposed a linear version of the Hapke’s model

18
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[35] to unmix binary minerals mixtures. Linear mixing model (LMM) provides a better

framework to represent the hyperspectral data using convex and affine geometry concepts

[38] and, hence this model is prevalent in the remote sensing research community [69,

5, 33]. In 1997, authors in [70] proposed a linear stochastic mixing model (SMM) by

integrating the principles of spectral clustering with the LMM, and its convergence issues

are discussed in [71]. The SMM is also a linear model since it assumes that the data

is linear combinations of the endmembers, however, it considers the probabilistic model

where both the data and endmember signatures are modeled in probabilistic sense rather

than as deterministic spectra as in LMM. Though SMM offers the generalization, it has

to handle an additional challenge of estimating the model parameters while solving for

the spectral unmixing [72]. In this thesis, we have used the LMM to solve the problems

related to the hyperspectral unmixing.

Traditionally, the problem of spectral unmixing has been attempted by the researchers

to solve for the three entities separately within a standard hyperspectral unmixing chain

[73, 4, 74, 5]. Figure 2.1 depicts a complete spectral unmixing chain including an illus-

tration using an exemplary data. We assume here that the reflectance in the data cube

is preprocessed for radiometric, geometric and atmospheric corrections. As shown in the

figure, the analysis starts by first identifying the subspace of the W dimensional data

vector space. This is also known as finding the number of spectrally distinct signatures

in the data or model order selection for representing the data. The next task is to extract

the spectral signatures from available data and form an endmember matrix M for the

scene. Finally, the abundances α corresponding to the each endmember are estimated

at every pixel location for the entire scene. Note that the nature of these three problems

involved in the complete spectral unmixing is entirely different. However, they are inter-

related and hence can be conveniently processed in a chain wherein given an entity, the

unknown can be estimated. The efficacy of the algorithm can be assessed by checking the

error between the available reflectance and the reflectance reconstructed using estimated

unmixed components [75].
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Figure 2.1: Illustration of complete spectral unmixing chain for hyperspectral data. The
spectral signature plots corresponding to three constituent endmembers and their abun-
dance maps are also shown. The data is assumed to be preprocessed for necessary geo-
metric and radiometric corrections including atmospheric compensations.

2.0.1 Hyperspectral Data Subspace

Given the data, first step is to find the corresponding subspace of the data, i.e., to find

the number of endmembers in the given data. This often requires the knowledge of ex-

perts and/or ground survey. Considering a model representing the data, this problem

has a similarity with the model-order selection problem [76] formulated in the communi-

cation systems. The task becomes difficult for physically inaccessible areas on the earth.

Comparing the hyperspectral imaging with the pigeon-hole principle, the number of end-

members is found to be significantly less than the available bands. Hence, in general,

it is difficult to estimate the number of endmembers exactly and a reasonable estimate

can be obtained based on trial-and-error criterion [77, 78]. To this end, few algorithms

have been developed. In [79], the researchers have tried to determine the dimension of

subspace by using the concept of virtual dimensionality (VD) of the data. A binary hy-

pothesis is formulated by the eigenvalues of data correlations and covariance matrices to

recover the subspace dimension of the data. The method considers the noise covariance

while estimating the number of spectrally distinct signatures.

An eigen decomposition of estimated correlation matrices of the data and Gaussian
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noise for finding the number of endmembers is proposed in [80]. This method is well-

known as HySime and it estimates the subspace of the data in the minimum mean-

squared sense. Authors in [81] have generalized the existing approaches for identifying

the subspace of the data. A method based on maximum orthogonal subspace projection

approach has been derived for estimating the number of spectrally distinct sources in the

data [82]. Recently, a greedy algorithm has been developed using the concepts of convex

hull geometry in [83]. More recently, equivalence between the greedy pursuit algorithms

and the pure pixel based approaches is established and the same is used for identifying

the number of endmembers in the data [84]. This is based on the sparse regression

formulation used in the area of spectral unmixing.

2.0.2 Endmember Extraction

In many instances the spectral signatures for the materials, i.e., entities of the M matrix,

are available in the spectral library [85]. They can also be extracted from the data using

various algorithms [5, 86, 87, 88, 89]. Many of these approaches assume the presence

of at least one pure pixel-vector belonging an endmember in the data. These are called

pure pixels based approaches. The assumption that the pure pixels are found in a scene

is quite reasonable considering the resolution of the data. In the earlier days, approaches

based on geometric concepts that consider the noiseless situations were developed [90, 91].

Subsequently, many algorithms have been developed considering the noisy scenarios, and

nowadays the focus is more towards the methods based on optimization which explore

the different characteristics of the data in order to further improve the solution [33].

Algorithms for the endmember extraction mainly explore the spectral space of the

data to estimate the signatures. These algorithms are based on the convex analysis

which is based on pixel purity index (PPI) of the data [92]. A faster implementation of

the PPI is proposed in [93], and is recently modified in [94] to include the uncertainty

in the spectral signatures. A seminal work based on the minimum-volume transforms

by Craig [95] has influenced many of the subsequent research works in the endmember

extraction. It is based on the fact that the hyperspectral data can be considered to form

the convex hull generated by the endmembers and the volume of this convex hull can be

used to determine the constituent spectral signatures. Parallel to this, a method based
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on the concept of orthogonal subspace projection (OSP) is proposed in [96] and later

described in detail [97]. OSP is based on the assumption that one may decompose the

available data into desired and undesired set of spectral signatures. Using the available

data and the number of endmembers, OSP proceeds by considering a data pixel-vector

having largest norm as the first endmember. The remaining endmembers are determined

iteratively by exploiting orthogonality with respect to the available signatures within the

data. A novel approach to endmember extraction known as N-FINDR is proposed in [98].

The approach is based on finding the volume of the available data vectors by using an iter-

ative search. However, it suffers from high computational complexities and is vulnerable

to noise and outliers. In order to achieve a better solution, the idea of convex geometry

has been generalized in [99] in which the authors have used probabilistic approach called

as the iterative constrained endmembers (ICE). At the same time, considering a noiseless

scenario, two more algorithms have been developed. One of them is the successive pro-

jections algorithm (SPA) [90] which is based on iteratively identifying the purity of the

pixels in the data. The SPA can be considered as column pivoted Gram-Schmidt process

[100]. The second approach was automatic target generation process (ATGP) [91] for the

endmember extraction. By the time, the algorithms were still using the convex hull for-

mulation by the endmembers as demonstrated in the N-FINDR algorithm [98]. Variants

of the N-FINDR can be seen in [101]. The number of computations in the N-FINDR is

then drastically reduced by incorporating the idea that the endmembers represent the

vertices of a simplex form in the given data and it is well-known as vertex component

analysis (VCA) [102]. The approach is based on the geometry and works on the property

that affine transformation of a simplex is also a simplex.

In order to obtain a better solution, the research in the endmember extraction has

progressed with the integration of the spatial information in addition to the use of spec-

tral space of the data. There are several approaches of endmember extraction which

use spatial adjacencies within the band along with the spectral measurements. These

include automatic morphological endmember extraction (AMEE) [103], spatial spectral

endmember extraction (SSEE) [104], and spatial preprocessing (SPP) [105]. Note that

these methods invariably assume the presence of pure pixels within the acquired data.

However, due to the noise and the other imperfections, the acquired data often has er-

roneous reflectance and it is difficult to accurately estimate the endmembers using the
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corrupted data. The state-of-art methods find the endmembers close to the ground truth

in terms of geometrical [106, 107] or statistical distances [108].

A class of algorithms for the endmember extraction have been developed relaxing

the assumption of pure pixels within the data [109]. The endmember extraction using

the nonnegative matrix factorization (NMF) formulation was introduced in [110]. A

method known as minimum volume constrained nonnegative matrix factorization (MVC-

NMF) is proposed in [111] for highly mixed data without making any assumption on

the purity of pixels. It introduces the minimum volume constraint in the regularization

framework for restricting the solution space. A convex analysis component is added

within the minimum-volume framework in [112]. On the other hand, a simplex volume

maximization algorithm framework is explored in [113]. More recently, fast and recursive

NMF algorithms are proposed for verifying the validity of such separable decompositions

[114]. A method based on Dirichlet process is devised for endmember extraction in [115].

2.0.3 Abundance Estimation (Unmixing)

Knowing the endmembers, unmixing can be done by estimating the corresponding abun-

dances at each location. The abundances represent the fractions (weights) of the end-

members and they are required to satisfy nonnegativity constraint due to the passive

remote sensing. Apart from this, the abundances must sum-to-one at each pixel location

in the scene. The problem of estimating the abundances is ill-posed.

A very first solution for the abundance estimation was derived using the concept of

principal component analysis [116]. Since then the area is actively researched to obtain a

better solution for abundances, and thus making it a better-posed. Various algorithms for

unmixing are based on constrained-energy-minimization (CEM) [117, 118], unconstrained

regularization [119] and maximum-likelihood estimation (ML) [120, 74, 121]. Among the

other approaches, fully constrained least-squares (FCLS) [122] is a well-known method

that represents generalization of the least-squares formulation. Recently, a simplex pro-

jection based FCLS method [123] presented geometrical equivalence of the FCLS. In

[124, 125, 126] nonnegative solutions using the principles of maximum entropy have been

proposed. Researchers have also attempted to solve the problem of abundance estimation

by using regularization framework in which various priors on the abundances are used
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to obtain better solution. A Bayesian perspective is used in [127] by imposing a volume

prior and the method is based on the nonnegative matrix factorization approach. For un-

mixing the data, i.e., estimating the abundances, the concept of endmember variability is

considered in [128]. Authors in [129, 130] proposed unmixing based on total least squares

(TLS) approach in which the solution space is restricted to yield physically constrained

abundances. In our recent work [131], we proposed a regularization based approach for

abundance estimation, in which a Tikhonov prior was used. Many of the methods use

priors that model the spatial correlations among the abundances [132, 133, 134], without

considering their dependencies across the spectral space. Recently, we proposed a Huber-

Markov random field (HMRF) over the spectral space of the data in order to obtain

better abundances [135].

The abundances are nonnegative and sum-to-one which is same as being sample func-

tions of a Dirichlet process [136, 137]. This idea of using Dirichlet process is used in [138]

for unmixing by modeling the mixtures as the Dirichlet components. Recently, a dynamic

framework for unmixing is proposed [139] for an application in agriculture development

and monitoring the growth in the plants. Methods based on using the neural network to

unmix the highly mixed data can be found in [140, 141, 142]. Further, lattice structures

have also been applied to unmix the hyperspectral data in [143].

Few researchers have also explored the possibility of using the compressed sensing (CS)

theory [144, 145] to solve the unmixing problem. The theory of CS involves estimation

of sparseness in the data. Authors in [146, 147, 148, 149, 150, 151] have formulated the

problem of estimating the abundances as a linear sparse regression by making use of set of

endmembers. Approaches based on learning the sparse codes have been proposed in [152,

153, 154]. Besides, wavelet based approaches have also applied for hyperspectral data

analysis [155]. Considering the severity in the ill-posedness of the problem, recently the

researchers have started to further explore the regularization-based algorithms in order

to achieve better solution. A total variation regularization is formulated to unmix the

hyperspectral data in [156]. More recently, we proposed a MAP-dHMRF based stochastic

approach for abundance estimation that uses the data-dependent prior over the spectral

space [157]. A suitable value of Huber threshold is derived from the available data and

the resultant MAP solution overcomes the ill-posedness in the unmixing due to the noise

and ill-conditioning of the endmember matrix due to the strong correlation among the
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spectral signatures. It is interesting to see that the estimated abundances can also be

used for extracting the endmembers as demonstrated in [158].

2.0.4 Joint Estimation and Miscellaneous

Few of the researchers have worked on the joint estimation of more than one entity in the

complete spectral unmixing. A joint estimation of the number of endmembers and abun-

dances is proposed in [159], while the authors in [160, 111, 161] proposed joint estimation

of the endmembers and abundances. A study on the impact of initial endmembers in

searching the number of endmembers and finding their signatures has been carried out in

[162]. In [159] a hierarchical Bayesian model is proposed for estimating abundances and

number of endmembers in which the problem is formulated as constrained linear regres-

sion. Although the method simultaneously estimates the abundances and the number of

endmembers, it requires the knowledge of endmembers.

Few researchers have attempted the joint estimation of the endmembers and corre-

sponding abundance maps. Such a joint estimation is formulated as a biconvex optimiza-

tion problem [160], and is heuristic. It is based on alternatively updating endmember and

abundance matrices via projected subgradients. To this end, fully Bayesian hierarchical

algorithm is proposed in [161] which uses a computationally expensive generalized Gibbs

sampler. The method illustrates the nonuniqueness of the solution while attempting the

joint estimation. To the best of our knowledge, methods based on single algorithm frame-

work is not available in the literature for estimating all the three entities for the complete

spectral unmixing.

In recent times, many researchers have started exploring unmixing using multi-temporal

hyperspectral data. An FCLS-based unmixing is applied to multi-temporal hyperspectral

data in [8] for the change detection. Their algorithm was tested on the data acquired using

compact airborne spectrographic imager (CASI) in North Research Farm of Mississippi

State University. An application of multi-temporal unmixing for finding the vegetation

index is shown in [9]. An unmixing analysis using nonnegativity constraint least-squares

has been demonstrated in [11] for Hyperion images captured over Guanica dry forest in

Puerto Rico. These methods demonstrate their approaches by showing the changes in

the scene due to the variations in abundances over a period of time. A limitation of
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these methods is that they require prior knowledge about the endmembers in a scene.

An approach involving the spectral variability of the endmembers within the scenes while

using the temporal data is proposed in [163]. However, no attempts have been made in

the literature to solve for all the three entities in a single algorithm as attempted in this

thesis.

Considering the advancements in high performance computing technology, researchers

have now started to export the algorithms to facilitate the on-board processing of the

hyperspectral data [164]. To this end, one has to fuse the programs on a specific hard-

ware platform that requires either the modification of the existing algorithm or to develop

entirely a new approach. Many times parallel processing of the high dimensional spec-

tral data [165] can be employed for the fast processing. Authors in [166] implemented

the N-FINDR algorithm on the field programmable gate arrays (FPGA). The graphics

processing units (GPU) are also utilized for the parallel unmixing application in [167].



Chapter 3

A regularization based method for

unmixing imaging spectrometer data

We begin our work with abundance estimation where the imaging spectrometer data is

unmixed to yield underlying proportions (abundance maps) of the constituent materi-

als. We consider a situation where the endmembers are perturbed or one has partial

information about the endmembers. Given the perturbed endmembers and the data

which is inherently noisy, the task is to estimate the abundances. This is a severely

ill-posed problem, since the errors in the data as well as in the endmembers lead to de-

viations in the final solution while unmixing the data. In order to solve this, we adopt

the regularization-based approach that restricts the solution space. For this purpose, we

use Tikhonov regularization within the total least squares (TLS) estimation framework.

An objective function is formed which is sum of the TLS data-term which takes care of

the possible perturbations in both data and endmembers, and the Tikhonov prior on the

abundances that imposes the smoothness constraint. The resultant function being con-

vex is minimized by gradient descent optimization technique wherein the solution space

is restricted to yield physically constrained abundances. A theoretical analysis of the reg-

ularized solution is carried out to show the effectiveness of the method. We also analyze

the role of regularization in solving the unmixing problem. Experiments are conducted

by using different noise levels in the simulated data and the results are compared with the

TLS based approaches using different quantitative measures. The results are also com-

pared for testing the consistency within spatial patterns of the estimated abundances.

Finally the proposed approach is applied on the real AVIRIS Indian Pines data to obtain

27
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abundance maps of the constituent materials of the scene, and the results are verified

with the published results.

3.1 Introduction

Over the past three decades, various geometrical, statistical and sparse-regression based

unmixing approaches have been investigated [5, 87, 86]. The efficacy of an algorithm can

be assessed by checking the error between the ground or the available reflectance and the

reflectance reconstructed using the estimated unmixed components. This requires accu-

rate estimation of endmembers as well as the abundances at each location of the remotely

acquired scene, since together they yield a pixel value (reflectance) in the data. However,

most of hyperspectral data processing are focused on either the least-squared error (LSE)

and/or the spectral angle mapper (SAM) based error metrics as highlighted in [75], which

consider the presence of noise, only in the data. The LSE based unmixing approaches

are either based on the maximum-likelihood (ML) estimation framework or its variants

[117, 119, 74, 121, 168]. Among the other approaches, fully constrained least-squares

(FCLS) abundance estimation [122] is a well-known approach that represents generaliza-

tion of the least-squares formulation. Recently, these classical unmixing approaches are

compared to understand the adjacency phenomenon caused by the atmospheric scattering

[169].

A more practical scenario is to consider the possible perturbations in the endmemebrs

as well as in data while unmixing the scene. This motivates us to work forward in the

total-least squares (TLS) framework for solving the critically ill-posed problem at hand.

Authors in [129] proposed unmixing based on total least squares (TLS) approach which

is an unconstrained solution. Considering the literature, we found that the regularization

based approaches are nowadays getting more attention primarily due to their adaptability

in handling the ill-conditioning. In the past, a truncated TLS solution for unmixing the

data has been obtained by regularizing the eigenvalues of the endmember matrix in

[130]. However, this lacks real time applications due to heavy computational cost. A

constrained unmixing using the entropy of the solution as a prior has been proposed

in [126] which is well-known as MaxEnt. A method based on total-variation spatial

regularization for unmixing is proposed in [156]. A method using simulated annealing
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based spatial regularization is proposed for finding the abundance maps which in turn

are utilized for hyperspectral image classification [6]. In [170, 171, 161, 172, 127] the

approaches based on Markov chain Monte Carlo method have been investigated, however,

they suffer from high computational complexity. Many of the methods proposed in the

literature use different kind of priors for modeling the spatial correlation of the abundances

[132, 133, 134]. Researchers also have explored the regularization framework to obtain

a joint estimation of endmembers and abundances in [111] incorporating the concept of

nonnegative matrix factorization (NMF). However, this suffers from getting stuck at a

local minima due to nonconvexity of the objective function. A solution to this problem

is provided using the graph based regularization to unmix the data in [173]. Recently,

Tikhonov regularized version of the NMF is also proposed to overcome the problem of

non-uniqueness in the NMF based spectral unmixing [174]. These approaches consider

every band independently without considering dependencies across the spectral space.

In this chapter, we present a regularization-based approach to achieve the constrained

unmixing, as recommended in [72, 175] to obtain better solution for an ill-posed problem.

For this purpose, a Tikhonov regularization approach is formulated in the TLS framework

for estimating the abundance maps. A theoretical analysis is carried out to further

explain the significance of the proposed method. We also include the discussion on role

of regularization in solving the unmixing problem.

3.2 Problem Formulation

In the linear model assumption, each measured spectrum of a scene is treated as a spectral

data vector (r) across the contiguous wavelength bands. It can be approximated as a

linear combination of the endmembers (M),

r ≈Mα. (3.1)

In the unmixing problem, the data r and endmember matrix M are known, and the task

is to obtain abundance vector α for every location in the hyperspectral data. In general,
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the linear model (3.1) can be rewritten as

r = Mα + n. (3.2)

Here, n represents additive white Gaussian noise (AWGN). The spectral measurement

r ∈ IR+W denote a W -dimensional column vector, where, W is total number the con-

tiguous wavelength bands. The fractional abundances are expected to satisfy αi ≥ 0, i =

1, ..., e (nonnegatively constrained abundances) and
∑e

i=1 αi = 1 (sum-to-one constrained

abundances). Therefore, the data cube is assumed to be in the (e− 1)- simplex in IR+W .

It should be noted that if the spectral signature values (endmembers) are perturbed

then the least squares estimate of α is not accurate. Taking the singular-value decom-

position of M = UΣVT =
∑k

i=1 uiσiv
T
i , where k(≤ e) is the rank of the M matrix, the

least squares estimates for (3.2) is shown to be

α̂LS =
k∑

i=1

uT
i r

σi
vi. (3.3)

It is observed from equation (3.3) that due to the perturbed M matrix, the LS estimates

of α are noisy. Hence, given the noisy data and the perturbed endmember matrix, finding

the abundances is a severely ill-conditioned problem. Use of prior information on α can

improve the solution. Therefore, regularization framework for abundance estimation is

used in this proposed technique.

3.3 Role of Regularization in Unmixing Hyperspec-

tral Data

As discussed in Chapter 1, Section 1.3.2, the unmixing of hyperspectral data is an ill-posed

inverse problem. This results in multiple solutions for the same problem and it becomes

difficult to obtain a unique solution. When the problem is ill-posed, the regularization

is an effective way to restrict the solution space. The use of regularization not only

helps in better restricting the solution space but it also improves the solution under noisy

situations [72, 175]. This can be achieved by introducing additional information about

the final solution to handle the wide range of possible solutions. Such algorithms have
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been successfully attempted and implemented for various problems that use hyperspectral

data. Since the hyperspectral imagery is represented as a data cube, the major issues in

finding a regularized unmixing are, 1) deciding the domain of regularization, i.e., spatial

or spectral, 2) the kind of prior information, i.e., choosing appropriate prior model to

yield a better solution, and 3) finding the regularization parameter(s) without using the

true entity which is to be estimated.

3.3.1 Spatial regularization

Considering a prior in the image-domain of the data cube can be considered as the spatial

regularization. This assumes a prior on the entity to be estimated over each of the band

images without considering the spectral coherence in the data. This is likely to occur

under the fact that the abundances are similar in the neighborhood area of the scene,

and hence the abundances have been mostly modeled in the spatial domain using various

priors while unmixing the scene. Such methods include Gaussian prior [134], Gibbs prior

[133], fuzzy model [132], and neural-network based approaches [176]. Recently, sparsity

induced regularization approaches have been investigated using the fact that the number

of spectrally distinct signatures is significantly lesser than the number of bands in the

data [156]. However, it should be noted that all these methods use the least-squares (LS)

as their data-term while regularizing with different priors in the spatial domain.

3.3.2 Spectral regularization

Spectral regularization is when a prior information is incorporated across the spectral

space of the data. This is based on the fact that the hyperspectral data is been envisioned

for recording a spectral signature of various materials found on the earth and/or other

planetary objects such as the moon. The high-dimensional spectral data has a natural

coherence in the spectral range of the reflectance. This enables the characterization

and quantification of the materials found even in the physically inaccessible areas. The

spectral regularization exploits these dependencies in the data by imposing a prior across

the spectral space (may be at each location), unlike the spatial regularization over many

nearby pixels in the scene.

In many of the cases in practical scenario, one has to perform the unmixing using
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perturbed endmembers and the cluttered data. This has been more often the case in

target and/or anomaly detection in hyperspectral data [177, 178, 179]. Hence, there is a

need to explore the TLS framework. Considering the severity in the ill-posedness of the

problem, we investigate the spectral regularization within the TLS framework.

3.4 Unmixing Using Spectral Regularization Approach

in TLS Framework

The problem of obtaining the unmixed images (abundance maps) from the noisy data

cube can be better-posed by using Tikhonov regularization within the TLS framework.

While solving for the α, TLS estimation for the linear model (3.2) can be formulated as

(r + n) = (M + N)α

r̃ = M̂α. (3.4)

Here n and N represent independent and identically distributed (IID) Gaussian noises.

A basic TLS solution [180] is obtained by minimizing the following Frobenius norm

arg min
∀α

∥∥∥[M; r]−
[
M̂; r̃

]∥∥∥
F
, (3.5)

s.t.: r̃ = M̂α.

The TLS is similar to finding the slope and intercept of a straight line, i.e., fitting a

line y = mx+ c, and the problem of TLS corresponds to estimating m and c considering

that both the observation y and measurement x are in error. In our case, the TLS

(3.5) takes care of the noise in both r and M, and is equivalent to the minimum norm

solution [181]. See that it does not consider any additional information on the unknown.

However, the problem is still ill-posed mainly due to existence of multiple solutions for

the abundances. Thus, the TLS equation (3.5) leads to noisy solution for abundance

maps. Hence, we propose a solution based on the spectral regularization using the TLS
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with the Tikhonov prior term, i.e.

α̂(i,j) = arg min
∀α

∥∥∥[M; r(i,j)

]
−
[
M̂; M̂α(i,j)

]∥∥∥
F︸ ︷︷ ︸

TLS data-term

+µ
∥∥Lα(i,j)

∥∥
2︸ ︷︷ ︸

Spectral prior

 ,∀ i, j (3.6)

where, µ is the regularization parameter, and L is matrix representation of the deriva-

tive operator. The data-term in the equation (3.6) accounts for the problem as formulated

in (3.4), while the Tikhonov prior is regularizing the solution by imposing the smoothness

requirement. Since the objective function in (3.6) is convex, it is conveniently minimized

by gradient-descent optimization technique. The value of µ is set by using the empirical

approach. While minimizing using (3.6), the α̂ is restricted to lie between 0 and 1 to

obtain physically acceptable abundances. It is clear that the estimation process is carried

out for every pixel location using the respective spectral data vectors as indicated in (3.6).

Finally, this process yields the estimated unmixed images for the given endmembers of

the scene.

3.5 Theoretical Analysis of TLS-Tikhonov regular-

ization approach

In this section, we theoretically analyze the proposed regularization-based approach and

compare it with both TLS-based direct inversion used in [129] and the truncated TLS

solution [182] in which the abundances are obtained by regularizing the eigenvalues of

the endmember matrix.

With the r̃ and M̂ in (3.5), the combined matrix [M̂; r̃] becomes numerically rank-

deficient [100]. The singular-value decomposition results in M̂ = ÛΣ̂V̂T =
∑k

i=1 ûiσ̂iv̂i
T.

Then the solution proposed in (3.6) regularizes the solution iteratively to [182]

α̂ =
k∑

i=1

σ̂i
2

σ̂i
2 + µ2

ûi
Tr̃

σ̂i
v̂i. (3.7)

Here, it can be seen from the equation that the regularization is suppressing the effects of

smaller singular values in [M̂; r̃]. Hence, the proposed approach achieves a better solution

when compared to the TLS formulation. Thus, this regularization approach improves the
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solution proposed in [129].

Now, if these smaller singular values are made zero than the numerically rank-deficient

problem (with the rank k + 1) can be converted into an exactly rank-deficient problem

(with a rank l < k + 1). The process of making the smaller singular values to zero leads

to the truncated TLS solution [182]. But, the truncated TLS depends heavily on the

number of singular values forcibly converted to zeros by trial & error method. Note that

this truncated TLS solution is different from the proposed regularization approach, since

the proposed approach depends on the choice of regularization parameter. It is iteratively

minimizing the equation (3.6) and hence converges to the near optimal solution.

3.6 Experimental Analysis

The experiments are conducted on the simulated data constructed using the three spectral

signatures of the US Geological Survey digital spectral library1. The results are compared

with the existing approaches based on the TLS framework [129, 130]. Note that the

comparison with the LS based approaches like FCLS [122] and MaxEnt [126] are avoided

since they solve a different problem. Finally the abundance maps of the real data collected

by the Airborne Visible/InfraRed Imaging Spectrometer (AVIRIS) over the Indian Pines

are estimated and validated by computing the data reconstruction error at every location

of the entire scene.

3.6.1 Experiments with simulated data

The reflectance spectra, representing the endmembers’ signatures of Ammonioalunite

NMNH145596, Brucite HS247.3B and Andradite WS487 from the USGS library database

[85] are used to construct the 224-band simulated hyperspectral data. The signatures

representing the vectors, yield a size of 224 × 3 for the M matrix. Using the M and

known abundance vector (α) of size 3 × 1, a reflectance vector r of size 224 × 1 is

constructed. Now, keeping the M fixed and for different known proportions of α, 224

images each of size 75×75 pixels are constructed. Figure 3.1 (a) shows the mean image of

size 75×75 pixels of the simulated hyperspectral datacube (75×75×224). The locations

corresponding to the endmembers (pure pixels) are marked with yellow dots over the

1http://speclab.cr.usgs.gov/spectral-lib.html

http://speclab.cr.usgs.gov/spectral-lib.html
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mean image while their signatures (i.e., endmember values in each band) are plotted in

Figure 3.1 (b).
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Figure 3.1: Simulated hyperspectral data: (a) mean image of the simulated datacube
(‘And’, ‘Bru’ and ‘Amm’ stands for Andradite, Brucite and Ammonioalunite, respec-
tively), and (b) the three spectral signatures used to construct the simulated data cube.

The ground truth abundance maps, each of size 75 × 75 pixels, for the three end-

members are shown in Figure 3.2 (a). Now, for the purpose of testing and comparison,

the abundances are considered to be unknown; They are estimated for different values

of the AWGN in both the r and M, using the proposed regularization approach as well

as using the TLS [129] and the restricted TLS (R-TLS) [130]. For acceptable unmixing,

the amount of noise added to M is constrained such that the signal-to-noise ratio - spec-

tral distortion (SNR-SD) for each of the spectral signatures of the resultant matrix M̂

is satisfied [5]. First the consistency in the spatial abundance patterns in the estimated
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abundance maps are perceptually verified by comparing them with the ground truth

abundance maps. The estimated abundance maps considering a worst-case scenario (20

dB SNR in the r with -6 dB noise in the M) using the TLS, the R-TLS and with the

proposed TLS-Tikhonov approach are depicted in Figures 3.2 (b) to 3.2 (d), respectively.

It can be clearly seen from Figure 3.2 (d) that the spatial distribution of the abundances

is well preserved when compared with the ground truth maps (see Figure 3.2 (a)).

Ammonioalunite Brucite

(a)

Andradite

(b)

(c)

(d)

Figure 3.2: Abundance maps for simulated data: (a) The ground truth maps. Estimation
using (b) TLS [129], (c) R-TLS [130], and (d) proposed TLS-Tikhonov approach [131].
Note that all the estimated maps are obtained for the 20 dB SNR data with -6 dB noise
in the endmember matrix.

The performance of the proposed approach is tested for increasing levels of noise in

both the data and endmembers. Quantification of the error is carried out using the

root mean-squared error (RMSE) [106], spectral angle mapper (SAM) [107] and spectral

information divergence (SID) [108], which are calculated between the ground truth abun-

dances and the estimated abundances using different approaches. Due to nonavailability

of a regularization based unmixing within the TLS framework, we compare our approach
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Table 3.1: Noise Sensitivity Analysis of the Simulated Data Unmixing. Average error
scores using TLS, restricted TLS (R-TLS) and the proposed TLS-Tikhonov approach.

TLS R-TLS proposed
Algorithm [129] [130] TLS-Tikhonov [131]

RMSE [106]
Case 1 0.036 0.029 0.008
Case 2 0.147 0.156 0.059
Case 3 0.263 0.265 0.253
Case 4 0.274 0.275 0.268

SAM [107]
Case 1 10.365 9.472 2.583
Case 2 12.485 12.869 7.473
Case 3 30.781 25.453 25.401
Case 4 31.383 26.284 26.182

SID [108]
Case 1 0.012 0.054 0.004
Case 2 0.124 0.153 0.031
Case 3 0.291 0.248 0.224
Case 4 0.312 0.279 0.252

Case 1: 1000 dB SNR data r̃; -6 dB noise matrix M̂

Case 2: 200 dB SNR data r̃; -6 dB noise matrix M̂

Case 3: 50 dB SNR data r̃; -6 dB noise matrix M̂

Case 4: 20 dB SNR data r̃; -6 dB noise matrix M̂

with the TLS based methods [129, 130] which do not consider the regularization. The

unmixing using the basic TLS formulation is carried out in [129], however, the physical

constraints on the abundances are incorporated in [130]. These methods consider the

noise in both the endmembers and data while we use an additional constraint in terms of

Tikhonov prior on the abundances that restrict the solution space making the problem

better-posed and hence improve the estimation accuracy. The parameter µ can be chosen

empirically if the application is not time-critical. However, µ can be estimated by using

the approaches such as generalized cross-validation method [183]. Table 3.1 shows the

average error scores using TLS based approaches [129, 130] and using the TLS-Tikhonov

regularization based approach [131]. The average values are calculated over all the abun-

dance maps. In this case, it is averaged over the 75 × 75 × 3 values estimated by an

approach. One can see that the proposed approach performs significantly better when

compared to the other methods.
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3.6.2 Experiments on real data

In this subsection, we demonstrate the performance of the proposed approach on the In-

dian Pine site data [184] collected by the AVIRIS. The data is collected in 220 contiguous

bands ranging from 400-2500 nm with spectral resolution of 10 nm. The size of each band

is 145 × 145 pixels with each pixel covering an area of 20m × 20m. As per the ground

truth information [184] and as indicated by the false-color composition of the mutually

exclusive ground cover classes in [7], we considered 16 endmembers for the scene. Using

this data, we first obtain the endmembers using the vertex component analysis (VCA)

algorithm [102] which is considered to be a state-of-art approach. Figure 3.3 shows the

final 16 abundance maps obtained by using the proposed TLS-Tikhonov approach [131].

The quantification of the error is done by reconstructing the reflectance using the

estimated abundances and measuring the error in reconstruction by taking square of the

difference between the available and the reconstructed reflectance. We call this as data

reconstruction error (DRE). Figure 3.4 shows the available and the reconstructed images

of bands 50, 125 and 200 using the TLS, R-TLS and the proposed approach. The observed

bands are shown in Figure 3.4 (a). Reconstructed bands using the abundances estimated

by TLS method and by R-TLS approach are shown in Figure 3.4 (b) and Figure 3.4 (c),

respectively. Figure 3.4 (d) displays the reconstruction using the abundance maps esti-

mated by the proposed TLS-Tikhonov approach. Visual inspection of the reconstructed

images clearly indicates that the proposed approach gives the reflectance closer to the

available one (see Figure 3.4 (a) and Figure 3.4 (d)).

In Figure 3.5 we display the data reconstruction error (DRE) maps by computing the

RMSE at each pixel location between the available and the reconstructed reflectance for

different approaches. Figure 3.5 (a) and Figure 3.5 (b) show the DRE maps obtained for

the TLS and R-TLS approaches, respectively. Finally, Figure 3.5 (c) displays the DRE

map for the proposed TLS-Tikhonov approach. Comparing these maps, one may say that

TLS method and the proposed approach are the best performers in terms of reducing the

RMSE. However, the proposed approach is better when compared to the TLS method,

since it minimizes the average error while reducing the standard deviations, indicating

better estimation of abundances over the entire data cube.

In order to further clarify the performance improvement, we compute the SAM values
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

(m) (n) (o) (p)

Figure 3.3: Abundance maps estimated using the proposed TLS-Tikhonov approach
[131] for the Indian Pines data: (a) Alfalfa, (b) Corn-notill, (c) Corn-min, (d) Corn,
(e) Grass/Pasture, (f) Grass/Trees, (g) Grass/Pasture-mowed, (h) Hay-windrowed, (i)
Oats, (j) Soybeans-notill, (k) Soybeans-min, (l) Soybeans-clean, (m) Wheat, (n) Woods,
(o) Building-Grass-Trees, and (p) Stone-steel-towers.

for the TLS method and the proposed approach, and display their DRE maps in Figure

3.6. Unlike the RMSE, the SAM indicates the angular difference between the available

and the reconstructed reflectance over the scene across the spectra. Figure 3.6 (a) shows

the DRE maps in terms of SAM for the TLS method while in Figure 3.6 (b) we display
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band #50 band #125

(a)

band #200

(b)

(c)

(d)

Figure 3.4: Spectral bands 50, 125 and 200 of AVIRIS Indian Pines data: (a) observed
bands of the scene, reconstructed bands using abundances estimated using (b) TLS
method [129], (c) R-TLS [130], and (d) proposed TLS-Tikhonov approach [131]. The
spectral contents in different bands are consistent in the reconstructed scene using the
proposed approach.

the same for the proposed approach. It is clear from the figure that the proposed has

lesser angular differences and hence it better preserves the variations in the estimated

abundances. This further validates the effectiveness of the proposed TLS-Tikhonov in

solving the unmixing problem.

By conducting experiments on the simulated data by using different µ values in the

proposed approach, and verifying the data reconstruction errors in terms of RMSE, we

found that the performance of our approach was optimum for µ = 0.01. We reiterate here

that one may use the generalized cross validation (GCV) technique [183], and estimate the

regularization parameter µ. However GCV is computationally expensive and we refrain

from doing the same in our approach.
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Figure 3.5: DRE maps (in terms of RMSE) for the AVIRIS Indian Pines data: DRE map using
(a) TLS method [129], (b) R-TLS approach [130], and (c) proposed TLS-Tikhonov approach
[131]. The average errors and their standard deviations are mentioned in parenthesis on the top
of each figure. The performance of the proposed approach is better in terms of RMSE as well
as preservation of abundances variance.
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Figure 3.6: DRE maps (in terms of SAM) for the AVIRIS Indian Pines data: DRE map using
(a) TLS [129] method, and (b) proposed TLS-Tikhonov approach [131]. The average errors
and their standard deviations are mentioned in parenthesis on the top of each figure. This
comparison excludes the R-TLS [130], since the TLS [129] method and the proposed approach
[131] outperform it in terms of RMSE (see Figure 3.5).

3.7 Conclusions

Considering the widely accepted linear mixing model, the physical inversion problem of

unmixing is difficult for the mixed data. It needs regularization for improving the so-

lution. In this chapter, we have presented an approach to arrive at a better solution

by using the Tikhonov regularization within the TLS estimation framework. We con-

sider the case when the imaging spectrometer data has outliers which in turn lead to

errors in endmembers and subsequently affect the unmixing. The improved estimation of

abundances can be of use in many applications specifically in target detection [179] and

tracking [185, 186].

Note that the problem of abundance estimation is ill-posed even when one has the

ground truth endmembers. This problem is analyzed in the next chapter and a novel

approach is proposed to overcome the same.



Chapter 4

A Data-driven Stochastic Approach

for Unmixing Hyperspectral Imagery

In this chapter, we propose a novel approach for unmixing in which the required param-

eters in the prior model are estimated using the given data itself. For this purpose, we

propose a two-step Bayesian approach that handles the ill-posed nature of the unmixing

problem. We use the fact that the abundances are data dependent and they represent

mixing proportions of the endmembers over an area. A linear mixing model is used for

the image formation process in order to derive the data term. In the first step, an ini-

tial estimate of abundances is obtained using using the matched filters based approach.

Assuming a Huber-Markov random field (HMRF) based prior on the abundances, we

derive the threshold (prior parameter) in HMRF using the initial estimate. This makes

the HMRF prior data dependent or data-driven and it helps in improving the accuracy

of abundance estimation. Final abundance maps are obtained in the second step by us-

ing a maximum a posteriori (MAP) approach in which the prior term has data-driven

HMRF (dHMRF). The resultant objective function is optimized using the particle swarm

optimization (PSO) that ensures the global convergence. Here also the theoretical anal-

ysis is carried out to show the effectiveness of the proposed method. The approach is

evaluated qualitatively as well as quantitatively by using the synthetic as well as real

AVIRIS Cuprite data. The proposed method has the following advantages: 1) The esti-

mated abundances are resistant to noise since they are based on an initial estimate that

has high signal-to-noise ratio (SNR). 2) The variance in the abundance maps is better

preserved since the threshold in the dHMRF is derived from the data itself.

42
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4.1 Introduction

Accurate estimation of abundances is important for many applications in hyperspectral

remote sensing. Few of these applications include hyperspectral image classification[7],

content-based image retrieval system [13, 14], target detection [187], precision agriculture

[16] and image fusion [188]. An accurate estimate of the abundance leads to better

outcome in these applications. On the other hand, accurate abundances also lead to

improved endmembers, since together they yield a pixel value (reflectance) in the data.

As a matter of fact, in [158] the abundances have been used in finding the endmembers.

According to the linear mixing model (LMM) [38] of the hyperspectral data, the abun-

dances are fractions of areas covered by the endmembers representing the pure spectra

found in the data. Though the LMM is predominantly used in the remote sensing, the

linear stochastic mixing model (SMM) [70] for the hyperspectral data has been developed

by integrating the principles of spectral clustering with the LMM, and its convergence

issues are discussed in [71]. The SMM is also a kind of linear model since it assumes

that the data is linear combinations of the endmembers, however, it considers the data

in statistical manner by modeling the signatures in probabilistic sense rather than as de-

terministic spectra as in LMM. Though SMM offers the generalization, it has to handle

an additional challenge of estimating the model parameters while solving for the spectral

unmixing [72]. It has been recommended to explore random-field modeling to solve the

problem and to develop the algorithms integrating the spatial and spectral information

of the hyperspectral data [5, 87, 86].

Knowing the endmember matrix, the given data can be unmixed by finding the cor-

responding abundances at each location over the scene. Since the abundances represent

the endmembers fractions, they are constrained by nonnegativity as well as sum-to-one

at each location. The unmixing approaches can be broadly categorized into constraint-

energy-minimization (CEM) [117], unconstrained regularization [119], maximum-likelihood

(ML) [74], stochastic expectation maximization (SEM) [189], and neural network based

approaches such as [176]. Majority of the research on abundance estimation is based

on the ML estimation [121, 168]. Among the other approaches, fully constrained least-

squares (FCLS) abundance estimation [122] is a well-known approach that represents

generalization of the least-squares formulation. The methods based on the SMM are
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discussed in [70, 71]. In [190], a modified SEM is proposed for enhancing the unmix-

ing performance. Authors in [129, 130] proposed unmixing based on total least squares

(TLS) approach that restricts the solution to physically constrained abundances. In our

recent work [131], we proposed a Tikhonov regularization based approach formulated in

the TLS framework. A nonnegative solution using the principles of maximum entropy

has been proposed in [124, 125] and [126]. In [170, 171, 161, 172, 127] the approaches

based on Markov chain Monte Carlo method have been investigated. In addition to the

nonnegativity, these methods also incorporate the sum-to-one constraint on the solution

but they suffer from high computational complexity. Many of the methods proposed

in the literature use different kind of priors for modeling the spatial correlation of the

abundances [132, 133, 134]. These approaches consider every band independently with-

out considering dependencies across the spectral space. In this chapter, we propose a

MAP-HMRF model based approach by considering Huber prior for the abundances over

the spectral space.

A region in a scene has different proportions of mixing depending upon the amount

of the constituent materials. Further, a pixel in the hyperspectral data represents re-

flectance spectra acquired from a large area (typically one pixel represents 20m × 20m)

and hence it invariably forms mixed pixel at almost every location in the scene. The

mixing proportions (i.e., abundances) vary at each location and the challenge is to cap-

ture these variations under the noisy conditions. Hence there is a need to individually

unmix each location in order to obtain better estimate of abundance maps. The unmixing

carried out at every location across the scene preserves correlatedness of the abundances

both spatially and spectrally. It may also be treated as special instance of the piecewise

processing of data mentioned in [5]. This has motivated us to model the abundance depen-

dencies at each location as Huber-MRF across the spectral range of the data. Depending

on the chosen threshold, Huber function [191] simultaneously preserves smoothness and

discontinuity within the abundances across the spectral space.

A better way to find the Huber threshold is by using the true abundances, but these are

unknown and are to be estimated. In order to estimate the threshold, one may consider

using the learning based approach which requires a large hyperspectral data set. Hence

deriving an accurate threshold using the training data set is computationally intensive.

Moreover, one cannot generalize the use of such learned threshold for representing the
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dependencies of the abundances in any data. Since the abundances to be estimated are

dependent on the given data, it is desirable to estimate the threshold using the available

data itself, which can be used in the HMRF prior to achieve an accurate estimation of

abundances.

Inspired from this, we automate the process of threshold selection based on an initial

estimate of abundances obtained using the available data. Hence the resultant prior

dHMRF now depends on the data, yielding accurate abundances. A matched filter

[192, 193, 96, 194] based approach, inspired from the signal processing and communi-

cation theory is employed to obtain the initial estimate of abundances. The abundances

derived using the matched filters act as a good approximation to represent the global

characteristics of the true abundances. Hence, they can be used in obtaining the required

threshold which in turn leads to improvement in the accuracy of estimated abundances.

Thus the proposed approach obviates the training data resources to derive the threshold

and gives abundances which minimize the data reconstruction error. In practice, the reg-

ularization parameter may be estimated by using generalized cross validation techniques

[183]. However, this is computationally expensive and also the derived parameter is image

dependent. Instead the use of proposed dHMRF prior helps in fixing the regularization

parameter that further reduces the time complexity.

Considering the research in the spectral unmixing problem, we observe that the abun-

dance estimation is relatively less focused when compared to the extraction of endmem-

bers. Efforts have been made to incorporate the physical constraints (i.e., nonnegativity

and sum-to-one) while estimating the abundances. However, the presence of noise and

outliers make the unmixing process severely ill-posed and hence it becomes difficult to ob-

tain a unique solution. Many approaches estimate the abundances considering the spatial

correlatedness but the variations of the abundance values across the spectral bands are

not addressed. We explore the fact that the hyperspectral data is acquired over narrow

and contiguous bands, which makes it spectrally correlated. The proposed data-dependent

abundance prior over the spectral range of the data takes care of preserving the sudden

variations as well as homogeneity in the abundances.

Figure 4.1 shows the complete block schematic of the proposed method. Given the

hyperspectral data and the number of endmembers (e), we use the spectral library of the

data to construct the endmember matrix (M). We then employ matched filters, one for
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each endmember and obtain initial estimate of the abundance maps. Once the initial

estimate is available, it is used to derive the histogram of magnitude of gradients of these

estimates using the gradients at every location. This histogram indicates the variations

among the abundances. A suitable value of threshold β for Huber-MRF is then derived

from this histogram, and is used in the next step. An energy function formed using the

data term and the dHMRF prior with the estimated β is minimized to obtain the final

solution.
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Figure 4.1: Block schematic of the proposed MAP-dHMRF approach.

4.2 Hyperspectral Image Formation Model

The hyperspectral imager acquires hundreds of contiguous spectral measurements of an

area. The data can be modeled as either linear or nonlinear mixing of the spectral

signatures of various materials found in the area. We consider a linear mixing model at
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each location under the additive white Gaussian noise scenario as

r = Mα + n, (4.1)

where the spectral measurement r and the noise n are W -dimensional column vectors with

W indicating the number of available contiguous bands. Here, the endmember matrix M

representing the spectral signatures and it has size of W × e, with e being the number

of endmember vectors. The weights of these endmembers correspond to the abundances

and they are denoted as a e-dimensional vector α = [α1, α2, ..., αe]
T where, αi represents

the fractional area covered by the ith endmember, for i = 1, 2, ..., e.

In the linear model given by equation (4.1) both M and α are unknown. In the

proposed work, the M is constructed using the ground truth spectral signatures and

hence the problem returns to estimating the abundance maps, given both the M and r.

In practice the number of endmembers (e) are significantly less than the available bands

(W ) for an acquired area of interest. Hence the equation (4.1) is overdetermined in α

making it an ill-posed inverse problem that requires regularization using suitable prior in

order to make it a better-posed one. In (4.1), n represents independent and identically

distributed (IID) noise having the joint probability density function (pdf) at a location

(across the spectral cube) as

Pr (n) =
1

(2πσ2)
W
2

exp

(
−‖n‖2

2σ2

)
, (4.2)

where σ2 represents the noise variance.

4.3 Prior Model

Since we cast the problem in the MAP framework, a suitable prior is required in order

to obtain a better solution. The prior has to take care of smoothness (slow variations) as

well as discontinuity (sudden variations) of the abundance values. This can be done by

choosing a prior that considers dependencies or correlatedness among the abundances.

Markov random field (MRF) based model can effectively represent such dependencies.

When an abundance map is modeled as an MRF, the abundance values at each location
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can be expressed as a joint pdf as

Pr (α) =
1

Z
exp

(
−λ
∑
W

ρ (α)

)
. (4.3)

Note that equation (4.3) represents an MRF modeling the correlatedness among the abun-

dances at a location. Here Z is the normalization constant that ensures total probability

sum to unity and λ is a regularization (weighting) parameter, with ρ (α) representing the

clique potential. The advantage of using MRF is that it represents a general model for

quantifying correlatedness (dependencies) in the abundance values. One has the freedom

to choose an appropriate clique potential in order to capture the dependencies in a bet-

ter way. For an entity x modeled as an MRF, Huber has proposed the following clique

potential [191],

ρ (x) =

x
2 if x ≤ β,

2|x|β − β2 if x > β.

(4.4)

Here β denotes a constant called the Huber threshold. It can be seen from the equation

(4.4) that depending upon the value of β the Huber-MRF can provide quadratic or

linear penalty. By considering ρ as function of finite differences in α at a location, i.e.,

αd =
∣∣αi − α(i+1 mod e)

∣∣, for i = 0, 1, 2, ..., e− 1, one may write equation (4.4) as

ρ (αd) =

α
2
d if αd ≤ β,

2|αd|β − β2 if αd > β.

(4.5)

Note that if the αd ≤ β the smoothness in α is preserved and αd > β indicates that

there exists significant difference (discontinuity) among the abundances. Hence, a proper

choice of β is required in order to better preserve the gradual as well as sudden variations

among the estimated abundances. In the next section, we discuss a method for extracting

the β directly from the data based on the histogram of the initial estimate of abundances.

4.4 Deriving Data-dependent Threshold β

In the area of signal processing and communication theory, a matched filter is defined

as a filter with an impulse response h (t) that maximizes the output signal-to-noise ratio
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(SNR) for the given input signal f (t) and is given by

h (t) = kf (t0 − t) , (4.6)

where k is a constant and f (t0 − t) represents the input signal delayed by time t0.

When using hyperspectral data, the matched filter for a given endmember matrix is

defined as [195]

MFi =
Σ−1

(
mi −R

)(
mi −R

)T
Σ−1

(
mi −R

) , for i = 1, 2, ..., e, (4.7)

where, MFi stands for a W -dimensional matched filter vector for the ith endmember and

the corresponding signature mi of size W × 1. Here R and Σ represent the sample mean

vector and the covariance matrix of size W × 1 and W ×W , respectively. Projecting the

mean-subtracted endmember signature on the inverse of the data covariance Σ−1 indicates

how well the endmember signature is correlated with the data. Matched filter output is

then obtained by dividing the resultant product with the Mahalanobis distance [196]

between the projected endmember signature and the data. Normalized MFi indicates

the contribution of ith endmember signature in the data.

Now using equation (4.7), one can obtain the initial estimate of the corresponding

abundance α̂initi as

α̂initi =
〈
r−R,MFi

〉
, for i = 1, 2, ..., e, (4.8)

where, 〈., .〉 represents the inner product. Here α̂initi gives the initial estimate of the

abundance of the ith endmember. The equation (4.8) is applied at every pixel vector of

the data cube for all available endmembers, which yields e number of initial abundance

maps each of size N1 ×N2 pixels.

The initial estimate of abundances using equation (4.7) and equation (4.8) may not

correspond to the abundances closer to their true values. This is because although the

abundances estimated using the equations (4.7) and (4.8) make use of the data covariance

in order to enhance the output SNR of endmembers, they do not correspond to optimal

unmixing [195]. However they serve as better estimate in finding the required parameters

that indicate the global dependencies of abundances. Hence, we use the matched filters to

find the initial estimate of abundances as given by equation (4.7). This in turn is employed
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in estimating the threshold (β). Following steps are used in finding the threshold β:

1. Using the available initial estimate of abundances, calculate the magnitude of gra-

dient at each location. This yields a gradient cube of size N1 ×N2 × e.

2. Find the histogram for the magnitude of gradients obtained in step 1.

3. Locate the densely populated gradient bins located near the tail of the histogram.

This region represents higher probability of noncoherence among the abundances.

4. Select the center of bins in step 3 as the threshold β.

Since the derived value of β now depends on the data, we call this HMRF as dHMRF

i.e., data-dependent HMRF.

4.5 MAP-dHMRF based Unmixing

In order to solve the problem using the MAP estimation, we need to maximize the

probability of α given the data, i.e., maximize Pr (α|r) ,∀α. Using the Bayes’ rule one

may write MAP estimate of α as

α̂ = arg max
∀α

Pr (r|α) Pr (α) (4.9)

s.t.: 0 ≤ α̂i ≤ 1, ∀i and
∑e

i=1 α̂i = 1.

Since maximizing the probabilities in the equation (4.9) is equivalent to maximizing

their logarithmic probabilities, the equation (4.9) can now be written as

α̂ = arg max
∀α

[logPr (r|α) + logPr (α)]

= arg min
∀α

[−logPr (r|α)− logPr (α)] . (4.10)

Here the first and the second terms represent the likelihood probability and the prior

probability, respectively. Using the equations (4.1) and (4.2) one can show that the

likelihood probability at every location can be obtained as

Pr (r|α) =
1

(2πσ2)
W
2

exp

(
−‖r−Mα‖2

2σ2

)
. (4.11)
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Using the equations (4.3), (4.5), (4.10) and (4.11) one can obtain the estimate of

abundances (α̂) as the minimization of the following energy functions,

α̂ =


arg min

∀α

[
‖r−Mα‖2

2σ2 + λ
e−1∑
i=0

∣∣αi − α(i+1 mod e)

∣∣2] , if αd ≤ β, (4.12a)

arg min
∀α

[
‖r−Mα‖2

2σ2 + λ

e−1∑
i=0

(
2
∣∣αi − α(i+1 mod e)

∣∣β − β2
)]
, if αd > β. (4.12b)

The first term in each of these equations represents the data-term and the second term

represents the prior-term. Here λ indicates the weighing factor between these two terms.

The incorporation of the dHMRF as the prior distribution on the abundance maps allows

us to simultaneously preserve the smoothness and sudden variations among the abun-

dances. This is because the quadratic penalty αd ≤ β in equation (4.12a) preserves

the smooth variations while the discontinuities in the abundances are taken care by the

linear penalty for αd > β by equation (4.12b). The equations (4.12a) and (4.12b) si-

multaneously minimized making use of a global optimization technique particle swarm

optimization (PSO) [197]. Though the PSO is an evolutionary approach, it has a simple

implementation structure. Recently, PSO has been successfully used as an optimization

tool in solving various problems related to the hyperspectral data, such as precise recov-

ery of the endmembers [198], and better classification of hyperspectral data [199]. It can

also be implemented in parallel form in order to reduce the time complexity.

A key to fast convergence of PSO lies in its initialization with problem-specific group

of particles. In this work, we use a group of initial particles derived from Dirichlet density

function that ensures nonnegativity and the sum-to-one constraints on the abundance val-

ues. Dirichlet function has been used in the spectral unmixing for detecting endmembers

and in modeling the abundances [115, 64, 138].

The PSO searches for the best solution through an iterative process by computing the

fitness cost. Let αkbp and αkbg be the personal and the global best particles, respectively,

at the kth iteration with the fitness values Fαk
bp

and Fαk
bg

, respectively. While optimizing

using PSO, the velocity Vαb
and the position αb (abundance value) are updated as,

Vαb
k+1 = wαkb + c1r1

(
Fαk

bp
− Fαk

b

)
+ c2r2

(
Fαbgk − Fαk

b

)
, (4.13)

and
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αk+1
b = αkb + Vαb

k, (4.14)

where r1 and r2 are random numbers with uniform distribution in [0, 1]. Here w, c1

and c2 are the constants representing the memory of previous velocities, cognitive and

social parameters, respectively. The final values of α are obtained iteratively using the

equations (4.13) and (4.14), respectively. The convergence is obtained when every particle

has the same personal best that equals the global best. This minimization is carried out

at each location in order to estimate the complete abundance maps.

4.6 Theoretical Analysis of MAP-dHMRF based Un-

mixing

We now carry out the theoretical analysis of the proposed approach and compare it with

the FCLS [122] and MaxEnt [126] approaches. This analysis illustrates the effectiveness

of the proposed approach for solving unmixing problem.

The remotely sensed hyperspectral reflectance is inevitably corrupted by the noise

originating from various sources which can be conveniently modeled as additive white

Gaussian noise (AWGN). Given the corrupted data r acquired over the W contiguous

bands and the endmember matrix M, the linear unmixing estimates the underlying abun-

dance values α of every endmember. Solving the unmixing problem using a mixing

model as given in equation (4.1) is challenging due to the following reasons, 1) though

the endmembers are linearly independent, they may be correlated yielding ill-conditioned

endmember matrix. This causes errors while inverting it to obtain the abundances and

makes the abundance estimation sensitive to the noise [5], 2) the measured data-vectors

across the spectral bands are convex combinations of endmembers enforcing additional

constraints on the abundances, i.e., they should be nonnegative and sum-to-one, at each

pixel location, and 3) the presence of noise and outliers as well as the overdetermined

system of equations makes it difficult to find the true α.

In order to carry out the analysis, let us consider the geometric representation of

various vectors which can be shown using the nonzero line segments. The acquired data

over different locations of the scene can be considered as vectors in the W -dimensional

nonnegative real vector space, i.e., IR+W . The endmembers are the set of linearly inde-
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pendent vectors (bases) that span the given data vector space. The abundances represent

the weights of these basis vectors and their linear combinations form the data vectors in

the IR+W . The solution space of abundances and various vectors can be better illustrated

by considering 2-D space with W = 2. Consequently two linearly independent vectors of

the IR+2 representing the two endmembers m1 and m2 are depicted as −−→om1 and −−→om2 in

Figure 4.2 (a). Here α1 and α2 are the scalars representing their abundances at that loca-

tion. As shown in the figure, the vector rtrue is a linear combination of the endmembers

m1 and m2 with α1 and α2 as their weights. Since α1 +α2 = 1, the solution space (i.e., a

line in the 2-D case) for α strictly lies on the dashed line segment as shown in Figure 4.2

(a). It may be noted that Figure 4.2 (a) represents an ideal scenario in which no noise is

considered in the data, and the M and α correspond to their true values. Figure 4.2 (b)

shows the practical scenario in which the data is corrupted by the additive noise rnoise

giving the measured reflectance as r instead of rtrue.

Using this r and M, we need to estimate the values of the abundances, i.e., α̂1 and α̂2,

such that their linear combination with the m1 and m2 yields a projection vector rp on

the solution line shown as dashed. One can estimate the values of abundances such that

the error ‖rtrue − rp‖2 is minimum, with the constraint that α1 +α2 = 1. A least-squares

with a condition that the abundances sum-to-one can be solved as,

arg min
∀α
‖r−Mα‖2 such that α̂1 + α̂2 = 1. (4.15)

Note that when the abundances are nonnegative, the equation (4.15) leads to the fully-

constrained solution, i.e., FCLS solution. Figure 4.2 (b) shows this projection, recon-

structed vector rp and the associated error. Since any point on the dashed line segment

could be a candidate solution, the problem is ill-posed. Solving such a problem is difficult

due to the presence of noise as well as outliers in the data. In practice, the number of

endmembers is considerably less than the available bands (W ) in the data. Most often

the endmembers are strongly correlated yielding an ill-conditioned endmember matrix.

Hence, the unmixing becomes a severely ill-posed problem. In such cases, one has to

regularize the solution using prior information about the solution.

Let us consider the solutions obtained by using different approaches while solving

the unmixing problem. The solutions obtained using the FCLS [122] method and Max-
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Figure 4.2: A 2-D example to illustrate the solution space for abundances.

Ent [126] approach are optimum in the least-squares sense. The FCLS initializes with

abundances obtained using nonnegatively constrained least-squares (NCLS) approach

[200] and iteratively converges to the fully constrained solution. The MaxEnt initializes

the solution with the uniform abundances using their entropy which inherently provides

nonnegative constraint. Although this incorporates the physical constraints on the abun-

dances, it also converges in the LS sense [126] and provides a comparable performance

with the FCLS. As per the Bayesian principles under the condition of IID Gaussian noise,

the LS solution is equivalent to the maximum-likelihood (ML) estimation. This is equiv-

alent to solving the problem using MAP in which uniform distribution is assumed for the

prior, i.e., we obtain the estimate as

α̂ = arg max
∀α

Pr (α|r) = arg max
∀α

Pr (r|α) = arg min
∀α
‖r−Mα‖2 (4.16)

s.t.: 0 ≤ α̂i ≤ 1, for i = 1, 2, ..., e. and
∑e

i=1 α̂i = 1.

Equation (4.16) indicates that both the FCLS and MaxEnt assume uniform distri-

bution for the prior yielding the LS solution. This also indicates that no assumption

is made on the solution space which in turn increases the error while estimating the

abundances. Unlike these approaches, the proposed approach uses the MAP framework

that incorporates the data-dependent prior while solving for abundances. Our approach

uses additional information about the variations in the abundances which is derived from
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the initial estimate and improves the constrained least-squares solution. As discussed in

Section 4.4, the initial estimate obtained using the matched-filters approach is based on

the data covariance and hence the derived threshold β provides the required information

about the abundances variations. Use of proper value of β in our MAP solution results

in abundances that reduce the data reconstruction error.

The performance improvement of the proposed approach can now be analyzed using

the geometric illustration. Continuing with the 2-D example, the given reflectance repre-

sents a mix of two endmembers with the proportions based on the area covered by these

spectral signatures. Figure 4.3 shows geometric representation of various vectors and the

solutions using the FCLS, MaxEnt and the proposed methods. As shown in Figure 4.3

(a), we consider two linearly independent endmember vectors m1 and m2 depicted as

−−→om1 and −−→om2 ∈ IR+2. We know that the solution space for the abundances has to lie on

the line segment m1m2. Given the corrupted r, one needs to find a projection of the r

on the line segment m1m2 in order to locate the abundances.

Figure 4.3 (a) shows the solution space for the proposed approach. Here, the opti-

mization is carried out by using the PSO which we initialize the abundances using the

particles drawn from Dirichlet distribution including those estimated using the other ap-

proaches and these are inherently nonnegative and sum-to-one. The resultant solution

using the formulation given in equation (4.9) is guaranteed to lie within the physically

acceptable range of abundances, i.e., they lie on the line segment m1m2. Figure 4.3 (a)

shows different projections of r on m1m2 due to initialization by the candidate abundance

particles.

Table 4.1: A Comparative Summary of the FCLS method, the MaxEnt approach and the
proposed MAP-dHMRF approach.

Algorithm Inputs Initial estimate Working principle Ill-posedness* Optimization Initialization Solution Output
FCLS[122] r & M - FCLS - Quadratic prog. NCLS[200] ML constrained α̂

MaxEnt[126] r & M - FCLS + entropy prior - Gradient descent uniform α̂ ML constrained α̂
proposed r & M matched-filters FCLS + dHMRF prior Yes PSO candidate α̂ MAP constrained & improved α̂

*takes care of noise and outliers in r, ill-conditioning of M and sudden variations in abundances.

Figure 4.3 (b) depicts the scenario for one of the iterations for the three approaches.

FCLS initializes with the abundances obtained using the NCLS [200] and the MaxEnt

with uniform abundances. Both the FCLS and MaxEnt yield the mean squared error as∥∥r−MαFCLS/MaxEnt

∥∥2. The proposed approach performs the MAP optimization on

the initial abundance particles iteratively then finally converges to the solution. Figure
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Figure 4.3: Geometric illustration of the proposed MAP-dHMRF solution compared with
the FCLS/MaxEnt solution.

4.3 (b) shows that as the iterations progress, the initialized particles in our approach

converge to a set of projection vectors that yield better abundances. Figure 4.3 (c)

depicts the final solution for the three methods. As seen from the Figure 4.3 (c) we have

‖rtrue − rp−MAP‖2 <
∥∥rtrue − rp−FCLS/MaxEnt

∥∥
2
. This is because the data-dependent

HMRF prior forces the solution closer towards the true abundances α1 and α2 so the

reconstructed reflectance is closer to rtrue. The β derived from the initial estimate of the

abundances forces the minimization in equation (4.12) to the true solution by imposing

the additional condition of dependencies of the abundances. This clearly indicates that

the solution using the proposed approach represents better unmixing.

In order to show superiority of the proposed method even when a measured reflectance

r has the dominance of one of the endmembers, i.e., when we consider that the significant

content of the scene is due to one of the materials, the situation is as shown in Figure

4.3 (d). Note that in this case the abundance for m1 has a small nonzero value but the

m2 dominates. For such a data, the initial error projection for FCLS is outside the limits

of m1m2 as shown by FCLS-init in Figure 4.3 (d). Since the FCLS converges in the LS

sense, at most it converges to a point where the reflectance vector is−−→om2 and hence results
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in α̂1 = 0 and the α̂2 = 1 which are incorrect. This is because α̂1 is small but nonzero.

As shown in Figure 4.3 (d), the MaxEnt initializes the abundances with the uniform

distribution giving the initial error vector projection MaxEnt-init. Both the MaxEnt and

the FCLS converge to the same solution which is shown as rp−FCLS/MaxEnt in Figure 4.3

(d). On the other hand, as already explained the proposed approach iteratively chooses

the abundances and yields a projection that results in nonzero abundance value for α̂1

and a value of α̂2 closer to 1 thus reflecting the dominance by the m2 as required. This

is shown by the projection rp−MAP in Figure 4.3 (d). Thus in our approach, we obtain

better solution when compared to the FCLS as well as MaxEnt methods, even when one

of the endmembers is dominant in the data.

Table 4.1 shows the comparative summary of various key features of the FCLS, Max-

Ent and the proposed method. It is clear from the Table 4.1 that the proposed approach

makes use of additional details about the entity to be estimated in order to improve the

solution.

4.7 Experimental Analysis

We now demonstrate the efficacy of our approach to recover abundances from the given

data. We first conduct the experiments on the synthesized images using three spectral

signatures of the US Geological Survey (USGS) digital spectral library [85]. Next, we

show the experiments on the real data collected by the Airborne Visible/InfraRed Imaging

Spectrometer (AVIRIS) over the Cuprite mining site area [201]. Finally, we discuss the

choice of various parameters used in the optimization and give the sensitivity analysis of

the parameter λ and β.

We compare the performance of the proposed method with two of the state-of-art

approaches, the FCLS [122] and the MaxEnt [126]. Comparison of the proposed approach

is also done with the results obtained using our work [135] in which the β was empirically

chosen. Further we compare the results with Tikhonov regularization [131] which is based

on the total least squares (TLS) formulation. We also demonstrate the unmixing results

by imposing only the nonnegativity constraint in the proposed method and compare the

performance with the nonnegative constrained least-squares (NCLS) [202] method. The

various parameters used while minimizing the proposed energy function using PSO are
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tabulated in Table 4.2. These parameters were fixed after verifying them for satisfactory

results on synthetic data.

Table 4.2: Parameters used in the proposed MAP-dHMRF energy function.

Parameter Value
w 0.01
c1 0.01
c2 0.01
λ 1.00

4.7.1 Experiments with synthetically generated data

For constructing the synthetic data, we use the 224 contiguous band reflectance spectra

in the spectral range of 400-2500 nm. The data has three spectrally distinct materials

namely, Ammonioalunite NMNH145596, Brucite HS247.3B and Andradite WS487 and

are downloaded from the USGS library [85]. The signatures of these materials, i.e.,

endmember values, are known which form an endmember matrix M of size 224 × 3

where the three column vectors correspond to the spectral signatures. Using the known

abundance vector α of size 3 × 1, a pixel vector rtrue is constructed as rtrue = Mα,

generating a 224× 1 reflectance data vector. Considering an image of size 75× 75 pixels

for each band, a total of 75 × 75 = 5625 reflectance vectors are generated. This yields

a 224-band hyperspectral ground truth reflectance cube with each band image having

a size of 75 × 75 pixels. The corresponding ground truth abundance maps each of size

75× 75 pixels are shown in Figure 4.4. It can be seen that the scene is divided into nine

regions with each region having different linear mixing proportions. This kind of mixing

is chosen to test our algorithm on both homogeneous as well as heterogeneous nature of

abundance values. The experiments are conducted to estimate the abundance maps for

different levels of the additive noise in the reflectance, i.e., the synthesized data.

We first derive Huber threshold β from the available data. The initial estimate of

abundance maps are obtained using the matched filters approach as discussed in Section

4 as follows. Matched filter responses are obtained using equation (4.6) where the end-

member matrix constructed using the USGS library signatures [85] are utilized. Then

using the equation (4.7), the inner product of the filtered output and the mean subtracted

data vector results in the initial estimate of the abundances. These estimates are used to
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Ammonioalunite Brucite Andradite

Figure 4.4: Ground truth abundance maps for the three endmembers of synthetic data.

obtain the histogram of the magnitudes of gradients from which the β value is derived.

The initial estimates of abundance maps for increasing amounts of noise in the data are

shown in Figure 4.5. No noise case, i.e., SNR =∞, is shown in Figure 4.5 (a). In Figure

4.5 (b) and Figure 4.5 (c), we show these maps for 200 dB and 20 dB SNR, respectively.

The histograms of magnitude of gradients of the estimated abundances computed for each

case are displayed in Figure 4.5 (d-f). Following the steps given in Section 4.4, the values

of β selected from the histograms are 0.20, 0.1927, and 0.18, for the three cases of no

noise, SNR 200 dB and SNR 20 dB, respectively. These values of β are used in our MAP

framework to obtain the final abundance maps. Note that the selected β correspond to

the center of the gradients region that indicates the high probability of occurrence of

discontinuities in abundances.

The abundance maps estimated by using the FCLS [122] and the MaxEnt [126] ap-

proaches for the case of 20 dB SNR are shown in Figure 4.6 (a) and Figure 4.6 (b),

respectively. The final result of our approach using the β value selected from the pro-

posed method is shown in Figure 4.6 (c). It can be seen that the spatial variations of

the abundances estimated using the proposed approach are consistent with the ground

truth maps shown in Figure 4.4 as well as when compared to the estimated maps shown

in Figure 4.6 (a) and Figure 4.6 (b). We mention here, although the final results are

shown for the case of lowest SNR only, the initial estimates of abundances are displayed

for SNR of 200 dB as well as 20 dB. This is done in order to point out the resulting

variations in estimated values of β. In order to illustrate how well the solution depends

on the proper choice of β as done in the proposed method, we show the plots of pixel

locations Vs. estimated abundance values for selected regions considering the low and

high variations of abundances. Figure 4.7 (a), Figure 4.7 (b), and Figure 4.7 (c) display



4.7 Experimental Analysis 60

da
ta

 S
N

R
 2

0 
dB

(c)
0 0.5 1 1.5

0

2000

4000

6000

(f)

da
ta

 S
N

R
 2

00
 d

B

(b)
0 1 2

0

2000

4000

6000

(e)

Ammonioalunite

N
o 

no
is

e 
da

ta

Brucite

(a)

Andradite

0 0.5 1 1.5
0

1000

2000

3000

4000

5000

(d)

magnitude of gradients histogram

Figure 4.5: Deriving data-dependent β from the synthetic data: Initial estimate of abun-
dances (a) with no noise data, (b) with 200 dB SNR data, and (c) with 20 dB SNR data.
The plots in (d), (e), and (f) are corresponding histograms of magnitude of gradients of
abundances at each location.

the abundance maps of Ammonioalunite, Brucite and Andradite, respectively, wherein a

heterogeneous and a homogeneous region in the data marked as rectangles with red and

yellow borders, respectively. These selected regions are also marked in the mean image of

the 224 contiguous band synthetic data shown in Figure 4.7 (d). The corresponding pixel

locations within the regions Vs. abundance values are shown separately for each material

in Figure 4.8. Plots in Figure 4.8 (a) show abundances for the heterogeneous region while

Figure 4.8 (b) display abundances for the homogeneous region. In each plot we show

abundances estimated using the FCLS method and the proposed approach for SNR =

20 dB. The ground truths are also shown for the comparison. Here, we avoid showing

the comparison with the MaxEnt approach since it has comparable performance to the

FCLS method. As expected, one can see from the figure that the estimated abundances

at different locations using the proposed approach are closer to the ground truth. This

indicates that the proper choice of β is important for better estimates of abundances.

We now discuss the quantitative performance of the proposed approach and compare
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Ammonioalunite Brucite

(a)

Andradite
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(c)

Figure 4.6: Unmixed images for synthetically generated data with 20 dB SNR: Estimated
abundance maps by using (a) the FCLS [122] method, (b) the MaxEnt [126] approach,
and (c) the proposed MAP-dHMRF approach [157].
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A homogeneous region in the data:
pixel locations 8 to 20 in the 6th scan line

The abundances correspond to this region 
are shown as rectangles with YELLOW borders in (a), (b), and (c).

It can be seen from (a), (b), and (c) that
this region is dominated by Ammonioalunite indicating

presence of near to pure pixels and discontinuities among the abundances.
Refer to Fig. 8 (b) for the exact abundance values in this region. 

A heterogeneous region in the data:
pixel locations 26 to 38 in the 23rd scan line
The abundances correspond to this region

are shown as rectangles with RED borders in (a), (b), and (c).

It can be seen from (a), (b), and (c) that
this region indicates mixed pixels with all the three

abundnaces having almost similar values. 
Refer to Fig. 8 (a) for the exact abundance values in this region. 

Figure 4.7: Selected regions shown in the abundance maps and in the mean image of 224
contiguous bands synthetically generated data. Abundance map of (a) Ammonioalunite,
(b) Brucite, and (c) Andradite, with heterogeneous and homogeneous region in the data
marked as rectangles with red and yellow borders, respectively, and (d) mean image of
the 224-band data with the corresponding regions marked with the rectangles using the
respective colors. The corresponding abundance values are shown in Figure 4.8.

the same with the other approaches. In order to do this, we used the following measures:

root mean squared error (RMSE) [106], spectral angle mapper (SAM) [107] and spectral
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Figure 4.8: Pixel locations Vs. estimated abundances on selected regions within synthetic
data (20 dB SNR): (a) estimated abundances in the heterogeneous reflectance region (a
region where abundance values are almost similar referring to rectangles with red borders
in Figure 4.7) using FCLS method [122] and using the proposed approach [157], and (b)
estimated abundances in the homogeneous reflectance region (a region where abundance
values have discontinuity referring to rectangles with yellow borders in Figure 4.7) using
FCLS method [122] and using proposed approach [157]. Note that the scale in the graphs
of (a) and (b) are different, indicating higher variance in the abundances displayed in (b).

information divergence (SID) [108]. These measures are considered in order to assess the

preservation of the spatial as well as spectral characteristics in the estimated abundances.

Lower values of the RMSE ensures the spatial fidelity while lower values of the SAM

and SID indicate the spectral fidelity. These measures averaged over the entire set of

abundance values i.e., 75 × 75 × 3 are shown in the Table 4.3 for various approaches.

These values shown under NSCA (nonnegative and sum-to-one constrained abundances)

in the table indicate the performance for increasing levels of noise in the data starting

from 1000 dB to 20 dB SNR. From the Table 4.3 we observe that as far as the performance

in terms of quantitative measures are concerned, the proposed approach outperforms all

the other approaches, with the exception of FCLS performing little bit better in terms

of RMSE at high SNR of 1000 dB. The reasons for this are as follows. The noise in

the data is almost non existent at such a high SNR making it free from outliers, so

the FCLS method being the least-squares approach converges to a solution that yields

abundances closer to the true values. However, the proposed approach uses the prior

information in terms of dHMRF and hence forces the solution to drift relatively from the
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true abundances even when the noise level in the data is minimum. One can see that even

though FCLS has better spatial fidelity at low noise level, it performs poor in terms of

preservation of spectral characterization which is clearly evident from the high values for

SAM and SID. One may conclude that at lower noise level, the proposed MAP-dHMRF

approach exhibits spatial enhancement comparable to the state-of-art method such as

FCLS approach but it performs better as far as spectral preservation is concerned. It

should be noted that for increasing levels of noise, the proposed approach outperforms

all the other approaches.

Table 4.3: Noise Sensitivity Analysis and Comparative Performance. Average Error
Scores for the Unmixing with the Synthetic data. The Minimum Values of Each Error
are Shown in Bold Typeface

Measure Abundances Algorithm SNR = 1000 dB SNR = 200 dB SNR = 50 dB SNR = 20 dB

RMSE [106]

FCLS [122] 0.0005 0.0088 0.0102 0.0177
MaxEnt [126] 0.0896 0.1836 0.2638 0.2740

NSCA TLS-Tikhonov [131] 0.0436 0.1014 0.2533 0.2681
MAP-HMRF [135] 0.0785 0.1237 0.2733 0.2783

proposed (MAP-dHMRF) [157] 0.0008 0.0012 0.0022 0.0025
NCA NCLS [202] 0.0004 0.0093 0.0157 0.0245

proposed (MAP-dHMRF) [157] 0.0009 0.0014 0.0047 0.0111

SAM [107]

FCLS [122] 1.0034 2.7632 7.3645 11.5184
MaxEnt [126] 2.3416 7.3678 10.7814 12.3802

NSCA TLS-Tikhonov [131] 1.7832 11.9216 15.4017 16.1822
MAP-HMRF [135] 2.6575 11.3154 13.3921 15.8344

proposed (MAP-dHMRF) [157] 0.9653 2.3421 3.9386 4.9627
NCA NCLS [202] 1.0003 2.8925 7.7588 12.0178

proposed (MAP-dHMRF) [157] 0.9942 2.6489 4.6349 5.7876

SID [108]

FCLS [122] 0.0008 0.0129 0.0212 0.0230
MaxEnt [126] 0.0196 0.2133 0.2912 0.3123

NSCA TLS-Tikhonov [131] 0.0102 0.1038 0.2246 0.2528
MAP-HMRF [135] 0.0097 0.0185 0.0989 0.1343

proposed (MAP-dHMRF) [157] 0.0006 0.0087 0.0118 0.0129
NCA NCLS [202] 0.0007 0.0153 0.0274 0.0311

proposed (MAP-dHMRF) [157] 0.0004 0.0096 0.0120 0.0164

NSCA: nonnegative and sum-to-one constrained abundances
NCA: nonnegative constrained abundances

While analyzing the real data, imposing the sum-to-one constraint may lead to mis-

leading results as one may not have the complete endmember information, i.e., number of

endmembers and their signatures. However, in the simulated data, we have the complete

knowledge of endmembers. This prompted us to assess the performance of the proposed

approach by imposing only the nonnegativity constraint on abundances. In the proposed

method, only nonnegativity constraint can be imposed by choosing the candidate particles

for PSO with a set of random numbers uniformly distributed between [0, 1]. Note that the

resultant nonnegative abundance values may not necessarily be sum-to-one. Results of
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Figure 4.9: Unmixed images of synthetically generated data by considering nonnegativity
constraint only.: The results are shown for data at 20 dB SNR. Estimated abundance
maps by using (a) the NCLS [202] method, and (b) the proposed MAP-dHMRF approach
[157].

this experiment are compared with the nonnegative constraint least-squares (NCLS) [202]

method. Unlike the proposed method which uses prior information of the abundances,

the NCLS imposes only the nonnegativity constraint to obtain the solution. Hence, we

expect the proposed method to perform better. The estimated abundance maps by the

NCLS method and the proposed MAP-dHMRF with only nonnegativity constraint are

shown in Figure 4.9 at SNR = 20 dB. Figure 4.9 (a) and Figure 4.9 (b) show the esti-

mated abundance maps using the NCLS and the proposed methods, respectively. One

may observe from the Figure 4.9 that spatial patterns of the abundances are consistent

in both the methods, and the maps are also visually similar to those shown in Figure

4.6. The quantitative measures with the nonnegativity constraint are shown in Table 4.3

under the NCA (nonnegative constrained abundances). From the Table 4.3, we see that

only at lowest noise level (SNR = 1000 dB), NCLS performs relatively better in terms of

RMSE, however, for all other increasing levels of noise, the performance of the proposed

approach is better than the NCLS [202] method.

Finally, we look at the complexity of the various approaches in terms of average

processing time and it is summarized in Table 4.4. As far as the comparison with our

previous works [131] and [135] is concerned, the proposed MAP-dHMRF approach is

faster. Also it has lesser execution time than the MaxEnt approach. However, the

processing time of the proposed approach is moderately higher when compared to the
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FCLS method. This is because of the evolutionary nature of PSO, which increases the

time complexity in our method. Similarly, considering the nonnegativity constraint, the

average processing time of the proposed approach is relatively higher, however, it is found

in the same order as that of the NCLS method. We would like to mention here that one

may use parallel implementation for decreasing the execution time using the spatial data-

partitioning strategy suggested in [165] and as demonstrated in [203].

Table 4.4: Processing Time to Unmix A Pixel Location using the Synthetic Data Average
over different SNR values.

Algorithm Unmixing time
(in seconds)

FCLS [122] 0.0034
MaxEnt [126] 0.2543

TLS-Tikhonov [131] 0.1278
MAP-HMRF [135] 0.6835

proposed (MAP-dHMRF) [157] 0.0331

4.7.2 Experiments on real AVIRIS Cuprite data

In this subsection, we assess the effectiveness of the proposed approach on the benchmark

real data. For this purpose, we consider data acquired by the AVIRIS over the Cuprite

mining site [201]. The Cuprite site is rich in minerals and is located around 200 Km

northwest of Las Vegas (USA). It has been extensively used in experimentation by the

remote sensing research community for many years. The data is collected in 224 con-

tiguous wavelength bands ranging from 400-2500 nm with the spectral resolution of 10

nm. For experimenting, we use only a part of the scene [204] which is located towards

the east-south center of the scene. The size of an image in each band is 250× 191 pixels

with each pixel covering an area of 20m×20m. Experiments are conducted on 188 bands

after removing the bands 1-2, 104-113, 148-167 and 221-224, and they correspond to wa-

ter absorption having low SNR [204]. In Figure 4.10, we show one of the bands (#50th

spectral band) of the data since sufficient number of the minerals are visible in this band.

Based on the mineral classification maps and the information available in [205, 206],

and the published results in [102, 126], fourteen endmembers are considered within the

scene of selected region. The available endmembers in this region include the following

minerals, namely, Chalcedony, Alunite, Kaolinite #1, Nontronite, Kaolinite #3, Desert
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vanish, Dumortierite, Muscovite, Sphene, Andradite, Pyrope #1, Pyrope #2, Budding-

tonite, and Montmorillonite. The virtual dimensionality (VD) [79] algorithm was also

run as the verification test which also resulted in fourteen endmembers in the data.

Knowing the number of endmembers, we construct the endmember matrix using the

USGS library signatures [85]. An initial estimate of the abundances was then obtained by

using the matched-filters based approach which was used in deriving threshold β as was

done in the case of synthetic data. In order to show the visual perception of variations

of abundances, a map consist of magnitude of gradients of the initial abundance maps

averaged at each pixel is displayed in Figure 4.11 (a). In Figure 4.11 (b) we show the

histogram of these magnitudes from which a value of β = 0.11 was selected.

In general a real data may have many unidentified minerals and unknown background

signatures. Hence in the absence of complete knowledge about the number of endmembers

and their signatures, the unmixing results obtained using physical constraint such as sum-

to-one may lead to inaccurate estimates of abundances. It is also safer to drop the sum-to-

one constraint on the abundances while unmixing due to the uncertainty in the spectral

signatures called the endmember variability which may occur in a real scene [128, 207].

Thus, our proposed model becomes more generalized to represent real scenario. Hence

while using the real data we avoid the comparison of our results with the FCLS as well as

the MaxEnt approaches since they impose the strict constraint on the abundances. We

do show the comparison with the NCLS method. We also show the comparison when the

NCLS output is used as the initial estimate in the proposed MAP approach. To do this,

we consider the abundances estimated using the NCLS approach as an initial estimate

and obtain the β as was done for the matched-filters output as the initial estimate.

Figure 4.12 (a) shows the image for the average magnitude of gradients of the abundances

obtained using NCLS approach. In Figure 4.12 (b) we show the histogram of magnitude

of gradients from which β = 0.15 was derived. The final estimated abundance maps

using the proposed approach are shown in Figure 4.13. We avoid displaying estimated

abundance maps using NCLS based approach and using the NCLS as an initial estimate

in the MAP approach. We would like to mention here that the estimated abundance

maps using the proposed method are visually closer to those of in [205, 206, 102, 126] as

well as the abundance maps estimated using the NCLS approach and using the NCLS as

an initial estimate in the MAP approach.
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Figure 4.10: The spectral band #50 of the AVIRIS Cuprite data in the selected region.

(a)

Initial estimate: average magnitude of gradients image
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(b)

Initial estimate: magnitude of gradients histogram

Figure 4.11: Deriving data-dependent β from AVIRIS Cuprite scene using the proposed
matched-filters as the initial estimate of abundances (a) average magnitude of gradients
of the abundances at each location over the entire scene, and (b) histogram of magnitude
of gradients of the estimated abundances. The value of β = 0.11 is selected from the
histogram.

For a quantitative analysis, we first resort to reconstructing the reflectance data using

the USGS endmembers while using the estimated abundances from different approaches,

and measure the data reconstruction error (DRE) in terms of the RMSE at each pixel

location, which is displayed as an image, i.e., a DRE map. In Figure 4.14 (a) we display
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(a)

Initial estimate: average magnitude of gradients image
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(b)

Initial estimate: magnitude of gradients histogram

Figure 4.12: Deriving data-dependent β from AVIRIS Cuprite scene using the NCLS as
the initial estimate of abundances (a) average magnitude of gradients of the abundances
at each location over the scene, and (b) histogram of magnitude of gradients of the
estimated abundances. The value of β = 0.15 is selected from the histogram.

the DRE map for the NCLS [202] based approach. Figure 4.14 (b) shows the DRE map

of MAP approach using the abundances estimated using the NCLS method as the initial

estimate, and in Figure 4.14 (c) we display the result of the proposed MAP-dHMRF

approach [157]. It can be seen from the DRE maps that the proposed approach results

in reduced mean as well as standard deviation when compared to both the NCLS as

well as the MAP based on NCLS as the initial estimate, indicating lower values for

reconstruction error for the proposed method. It is clear that the reduced reconstruction

error is an indication of reduced unmixing error, since in these experiments we use the

same endmember information for all the approaches in the comparison. One may argue

that to take into account the possibility of unidentified signal sources present in the

real data, it may be preferable to use the NCLS approach or use the NCLS as an initial

estimate in the MAP approach when compared to the matched-filters based estimate. But

as shown by the proposed approach, the value of β plays an important role in improving

the accuracy of estimated abundances. The reduced error is due to the selection of proper

value for β and the regularization as done in the proposed method.

In order to further quantify the results, we use the quality with no reference (QNR)
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[208] index from the pansharpening research [209]. It is a quality measure which does

not require the availability of the ground truth abundances. Hence, it can be suitable

for testing the effectiveness of the algorithms while using the real data. QNR basically

generalizes the notion of universal quality index for the multi-band images [210]. We

compute the QNR for the reconstructed data and assess both the spatial as well as

spectral quality of the reconstructed reflectance. These measures correspond to spectral

and spatial distortion indices, i.e., dbands and dimage, respectively. QNR [208] is given by

QNR = (1− dbands) · (1− dimage) . (4.17)

Lower values for dbands and dimage measures and in turn a higher value for the QNR closer

to unity indicates the better data reflectance. In our case, since the endmembers are

same in all the approaches, the reconstructed reflectance should differ with the different

abundance estimation techniques. The dbands index amounts for the inter-band distortions

across the spectral range of data while the dimage considers the average distortions over

the spatial locations. We first calculate dbands and dimage as in [208] and then insert these

values in equation (4.17) to compute the QNR index. Table 4.5 shows the dbands, dimage,

and QNR indices computed for the different approaches along with their ideal values. It

can be seen from the table that the proposed approach has the minimum spectral and

spatial indices, resulting in better QNR which indicates improved unmixing.

Finally, we carry out sensitivity analysis by reconstructing the data using the esti-

mated abundances by varying the number of endmembers and measuring the total data

reconstruction error (DRE) in each case. The total DRE is computed by summing up

the DRE values at every pixel location in the DRE map. Figure 4.15 shows the plot of

total DRE versus number of endmembers. It can be seen from the graph that the error

decreases more rapidly up to six endmembers while it is almost constant as it approaches

the fourteenth endmember. After this point, the error remains almost same. We conclude

that though the site has plenty of minerals and may have unidentified signal sources, these

have little effect on the unmixing performance.
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(e) (f) (g) (h)
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Figure 4.13: Abundance maps estimated using the proposed MAP-dHMRF approach [157]
for the Cuprite scene: (a) Pyrope #1, (b) Kaolinite #3, (c) Pyrope #2, (d) Muscovite,
(e) Nontronite, (f) Desert vanish, (g) Andradite, (h) Dumortierite, (i) Kaolinite #1, (j)
Chalcedony, (k) Buddingtonite, (l) Montmorillonite, (m) Sphene, and (n) Alunite.
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Figure 4.14: Data reconstruction error (DRE) maps for AVIRIS Cuprite scene. (a) using
NCLS [202] based approach, (b) MAP with the NCLS as an initial estimate, and (c)
proposed MAP-dHMRF approach [157] with nonnegativity constraint. The average errors
and their standard deviations are mentioned in parenthesis on the top of each figure. Since
the endmember information remains same in all the three cases, the variance of the error
is an indication of the difference in estimated abundances by the different approaches. It
can be seen that the proposed approach is better in terms of RMSE as well as preservation
of abundances variance.

Table 4.5: Spectral distortion index (dbands), Spatial distortion index (dimage) and Quality-
with-no-reference (QNR) of the reconstructed data using different approaches.

Algorithm dbands dimage QNR

Ideal value 0.0000 0.0000 1.0000
NCLS [202] 0.2480 0.3534 0.4888

MAP with NCLS initialization 0.2261 0.3008 0.5417
proposed (MAP-dHMRF) [157] 0.0011 0.1921 0.8091

4.7.3 Choice of PSO parameters and sensitivity analysis of λ

and β

In this subsection, we discuss the choice of various PSO parameters followed by sensitivity

analysis of λ and β on the final solution. In order to fix the various parameters, the

experiments are conducted on the synthetic data. This gives us the flexibility in choosing

the abundances over the scene and hence allows us to choose the optimum parameters

based on the minimum data reconstruction error for different levels of noise in the data.

We select the synthetic data as reference to carry out the sensitivity analysis for λ and

β. The same parameters are used while conducting the experiments on the real data.

Being an evolutionary algorithm, the parameter settings of PSO are to be done based
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Figure 4.15: Total data reconstruction error for increasing number of endmembers in the
AVIRIS Cuprite scene.
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Figure 4.16: RMSE maps for the MAP approach using different values of λ at 20 dB SNR
in the synthetic data. RMSE map for (a) λ = 0.7, (b) λ = 1.0, and (c) for λ = 1.3. The
average errors and their standard deviations are mentioned in the parenthesis on the top
of each figure. We see that the RMSE and standard deviation are minimum for λ = 1.

on the problem at hand. PSO works by moving the swarm of particles, i.e., possible

solutions, in the search space with improvements in search influenced by the other par-

ticles. Hence the optimization by PSO is dependent on the swarm size and initialization

of particles. Though the use of larger swarm size speed-up the convergence, it happens

at the cost of increased computations [211, 212, 213]. As a compromise, we choose nine

particles and they include the abundances obtained using the FCLS, matched-filters and

abundances drawn from Dirichlet distribution. By doing so we restrict the solution space

that achieves faster convergence. The PSO expression given in equation (4.13) has three

parameters, c1, c2, and w, which have to be chosen carefully for better convergence. Re-

searchers have studied the behavior of these parameters on the solution by using a set of

standard functions for minimization and have recommended using low values for c1 and

c2 [211, 212, 213]. We tested the performance of PSO algorithm on the synthetic data by
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Figure 4.17: RMSE maps: Sensitivity analysis for MAP solution using β derived from
various initial estimates with increasing noise levels (SNR = 1000 dB, 200 dB, and 20
dB) in the synthetic data. RMSE maps (a-c) for β obtained using the FCLS as initial
estimate, (d-f) for β derived using MaxEnt, (g-i) for empirical value of β as used in MAP-
HMRF, and (j-l) for β as obtained using the matched filters as the initial estimate (i.e.,
proposed MAP-dHMRF). The average errors and their standard deviations are mentioned
in parenthesis on the top of each figure. We see that the better estimate of β obtained
by using the matched-filters ensures the minimum average errors and drastic reduction
in standard deviations which in turn results in preserving the variance in abundances.

choosing various low values of c1, c2, and w, and finally set c1 = c2 = 0.01, and w = 0.01

that resulted in quick convergence.

We now demonstrate the sensitivity of λ as well as β on the solution obtained by

varying each of them independently [214]. This provides an opportunity to test the

effect of individual parameter on the solution. By selecting the derived value of β and

conducting experiments using different λ values, we found that the performance of our

approach was optimum when the data and the prior terms have equal weightage, i.e.,

λ = 1. The RMSE maps for three different values of λ at the highest noise level of

SNR = 20dB is shown in Figure 4.16. One can observe from the RMSE maps that the

use of λ = 1 reduces the average error and has lower standard deviation. We reiterate

here that one may use the generalized cross validation (GCV) technique and estimate the

regularization parameter λ. However GCV is computationally expensive and we refrain

from doing the same in our approach.

A proper value of β is very important as far as the performance of the proposed

approach is concerned. β is a global threshold that characterizes the variations of the
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abundances across the acquired scene. In order to obtain the correct value for the β,

one must have the true abundances which are not available, as they are to be estimated.

Due to the nonavailability of the strong mathematical models, one has to look for solving

such practical problems by using the available data itself. To this end, one can use

initial estimate of abundances that preserves the statistical characteristics of abundances.

As discussed in Section 4.4, the matched-filters based approach enhances the signal-to-

noise ratio (SNR) of the output by considering the properties of data covariance that

characterizes the needed global behavior of abundances. Hence we choose the matched-

filters based approach in order to derive the initial estimate in the proposed approach.

Now, we verify the suitability of using Huber threshold β estimated from matched-

filters in the proposed approach by conducting the experiments on the synthetic data.

The experiments are also conducted by using the β derived from the FCLS and MaxEnt

approaches, including the empirically selected β as in MAP-HMRF [135]. Since the

NCLS based approach was performing poor, we avoid considering the NCLS as an initial

estimate. Figure 4.17 shows the sensitivity of the proposed approach in terms of RMSE.

Though the values of β obtained using different approaches are same at lowest noise

level (i.e., almost no noise in the data), there exist difference with the increasing noise

levels. The empirically set β as in the MAP-HMRF case does not guarantee minimum

reconstruction error as seen from Figure 4.17 (g-i). One can see that the MAP solution

with the β derived using the FCLS as well as MaxEnt approaches do not yield better

solution as indicated by the higher RMSE in the Figure 4.17 (b), Figure 4.17 (c), Figure

4.17 (e), and Figure 4.17 (f). This is because the increase in noise affects the LS solution

and hence the derived β is inaccurate. By comparing the RMSE maps displayed in

Figure 4.17, one can observe significant reduction in the average errors as well as the

standard deviations for the β obtained using the matched-filters as done in our proposed

MAP-dHMRF approach [157] (see Figure 4.17 (k) and Figure 4.17 (l)).

4.8 Conclusions

We have presented a novel approach for unmixing which overcomes the ill-posedness due

to the noise and outliers in the data, ill-conditioning of endmember matrix as well as

preserves both smooth and the sudden variations in abundances. It has an MAP solution
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with the data-dependent Huber-MRF prior across the contiguous spectral measurements

of the scene. Huber threshold β is derived from the initial estimate of abundances which

is found using the matched filters based approach for the endmembers. The detail theo-

retical analysis shows that the proposed two-step Bayesian approach obtains abundances

that minimize the reconstruction error and the experimental demonstration validates the

effectiveness of the proposed solution. Deriving the β from the given data obviates the

training data resources and the subsequent learning process.

In the previous two chapters, we discussed about the problems related to the abun-

dance estimation and have provided two different solutions under the different conditions.

However, we considered that the endmembers were known. In the next chapter, we solve

the problem of endmember extraction which in turn can be used in solving the complete

spectral unmixing problem.



Chapter 5

Band-wise Endmember Extraction

using Multi-temporal data (BEEM)

In this chapter, we develop a new algorithm for the endmember extraction. Given the

number of endmembers in a scene, most of the algorithms in the literature for the end-

member extraction are using only the spectral space of the data. Few of them use the

spatial information in addition to the spectral details to improve the solution. The pro-

posed algorithm in this chapter is mainly based on following two observations: 1) the

endmembers together with their abundances form the reflectance in the hyperspectral

data, and 2) use of information in terms of temporal characteristics of a scene in addition

to the spatial/spectral information results in restricting the solution space. Given these

multi-temporal data cubes of the same scene acquired at different times and using the

abundances of the cubes, we estimate the endmembers of the scene. We assume that the

data cubes representing the scene are co-registered and the variations in the (reflectance)

data are due to the variations in the abundances over a period of time [8, 9, 10, 11]. We

formulate the problem within the nonnegative constrained least-squares framework that

leads to solving an overdetermined system of linear equations. The additional information

used in terms of the multi-temporal data and the knowledge of the abundances lead to a

better solution for endmembers. We demonstrate a case study of the proposed algorithm

on a multi-temporal data generated using real hyperspectral signatures from the USGS

spectral library, and the results are compared with the state-of-art approaches using var-

ious quantitative measures. The proposed approach performs better when compared to

the other approaches.

76
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Most of the research on the abundance estimation relies on the extracted endmembers.

In the proposed algorithm, we assume the availability of abundances in order to estimate

the endmembers of the scene. We make use of this in our next chapter to solve the

complete spectral unmixing.

5.1 Introduction

The algorithms for endmember extraction are either based on the assumption of pres-

ence of the pure pixels in the data [5, 86, 87, 88, 89] or they do not assume any thing

about the purity of the pixels [109]. Mostly the algorithms work on the spectral space

of the data in order to extract the endmembers. Such algorithms include pixel purity

index (PPI) [92] and its variants which can be found in [93, 94], the minimum-volume

transform based approaches [95, 98], N-FINDR algorithm [98] including development of

its variants [215], and the vertex component analysis (VCA) [102] that has drastically

reduced the computational complexities of the volume based approaches. The spatial

information in the data is also integrated along with the spectral resolution of the data

in order to improve the endmembers. This includes automatic morphological endmember

extraction (AMEE) [103], spatial spectral endmember extraction (SSEE) [104], and spa-

tial preprocessing (SPP) [105]. Note that these methods invariably assume the presence

of pure pixels within the acquired data.

The algorithms which do not assume the presence of pure pixels are mainly based

on the concepts of nonnegative matrix factorization (NMF) formulation which was intro-

duced in [110]. A method known as minimum volume constrained nonnegative matrix

factorization (MVC-NMF) is proposed in [111] for highly mixed data without making any

assumption on the purity of pixels. It introduces the minimum volume constraint in the

regularization framework for restricting the solution space. Recently, sparsity based prior

is used to detect the endmembers while performing the band selection in the hyperspectral

data [216].

The hyperspectral data is composed of its endmembers and their distribution, i.e.,

abundances, in a scene. Thus it is clear that, given the endmembers, the abundances can

be estimated which is done in the previous two chapters. Similarly, given the abundances,

the endmembers can also be estimated, since together they form the reflectance values in
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the scene. Researchers have attempted to use the estimated abundances for extracting the

endmembers as demonstrated in [158] which is called as abundance guided endmember

selection (AGES).

Looking at the literature, we found that temporal characteristic of the data has not

been explored in order to extract the endmembers. Hence, in this chapter, we use the

multi-temporal data of the same scene, and formulate the problem in a supervised way

wherein given the abundance information, we seek an improved endmember extraction.

The idea here is to make use of the variations occurred in the abundances over a period of

time. We consider a case wherein the endmembers remain constant, e.g., typically within

a season of a year, while the changes in the reflectance (data) are due to the variations

in their abundances over the period of time [8, 9, 10, 11].

5.2 Structure of Endmember Matrix

The central idea in hyperspectral remote sensing is to capture the laboratory like spectra

of various materials found on the earth. These spectra though not continuous have very

fine spectral resolution in terms of narrow and contiguous measurements which qualify

them as the signatures of those materials. Due to the hardware limitation and the data

acquisition at the high altitude, the hyperspectral signatures are also contiguous in bands.

This process is similar to recording reflectance of a material at different wavelength using

a spectrometer in the laboratory. Thus remote sensing of a scene captures the spectral

signatures of the constituent materials which are called as the endmembers in the spectral

unmixing. It is clear that the hyperspectral data has the endmembers at some locations

and rest of the locations are mixed with the linear combinations of these endmembers,

i.e., linear mixing model (LMM). Hence, the data forms a real nonnegative vector space

and the endmembers span the data space.

The endmembers in the LMM form a matrix called endmember matrix that has dif-

ferent materials spectral signatures as its column vectors and the number of columns is

given by the number of endmembers in the data. It is found that in general the number

of endmembers in a scene is far less than the number of bands. Hence, the endmember

matrix is not a square matrix. Since, the endmembers span the entire data space, the

column vectors representing the endmember signatures need to be linearly independent.
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It should be noted that each value in each spectral signature in an endmember matrix

has to be nonnegative due to the passive remote sensing.

Now, let us take a closer look at the structure of an endmember matrix. Considering an

endmember matrix M of size equals to number of bands times the number of endmembers,

it can be seen that each row of the matrix represents reflected values of the different

endmembers in a band.

M =



endmember 1 endmember 2 · · · endmember e

band 1 m1,1 m1,2 · · · m1,e

band 2 m2,1 m2,2 · · · m2,e

band 3 m3,1 m3,2 · · · m3,e

...
...

...
. . .

...

band W mW,1 mW,2 · · · mW,e


, (5.1)

where, mi,j ≥ 0 for i = 1, ..,W and j = 1, ...., e.

The structure of the endmember matrix allows us to estimate the endmembers in either

column-wise or row-wise format. In this chapter we propose an approach to extract the

endmember values in each band which is the row-wise extraction of endmembers. For this

purpose we make use of multitemporal data and the knowledge of the abundance maps.

In the next section, we explain the proposed approach for the band-wise endmember

extraction using multi-temporal data (BEEM).

5.3 Proposed Approach for Endmember Extraction

In this section, we discuss our approach for accurate estimation of the endmembers by

making use of multitemporal data of the same scene. Since the dataset is acquired

over the same area, we assume that the endmember matrix M remain same for the

entire set of K data cubes, with the variations in the data r are due to the changes in

their abundances. Using the LMM, the endmember values in each band together with

the abundances across the bands at different pixel locations result in the data cube.

We form an overdetermined set of equation to estimate the signatures of the spectrally

distinct materials across the bands using the additional information present in the multi-

temporal data, thereby improving the accuracy of endmember extraction. Here, the
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endmember matrix M is constant and abundances are varying with respect to time, i.e.,

they correspond to different fractions at a location in the datasets N1,N2, ....,NK , where,

each Ni for i = 1, 2, ..., K has the size of l1× l2×W . Considering a particular band, one

may write the overdetermined set of equation as,

rw = Amw + n, (5.2)

where rw denotes l1l2K×1 vector corresponding to pixel values of the same band images.

This vector is formed by lexicographically ordering of K data cubes and stacking them.

Here, l1 × l2 represents pixel values of a specific band and K is the number of images.

mw is a vector of size e× 1 representing endmembers in that band. The matrix A has a

size of l1l2K × e that has the abundances corresponding to different times. Finally, n is

the additive white Gaussian noise vector of size l1l2K × 1. Now, the endmembers mw of

size e×1 corresponding to a specific band are updated by using the following constrained

minimization as,

m̂w = arg min
∀mw

‖rw −Amw‖22,∀W, s.t.: m̂i,j ≥ 0, for i = 1, ...,W and j = 1, ...., e.

(5.3)

Minimization of equation (5.3) can be obtained by solving as nonnegative constraint

least-squares (NCLS) as proposed in [202]. In this case the estimation m̂w is obtained by

formulating the problem in the LS sense, thus considering the abundances as error-free.

Note that the abundances being estimated using an algorithm can have errors. One may

consider using TLS framework instead to take care of the possible errors in the abundnace

matrix. However, in this approach we consider the abundances as error-free to estimate

the endmembers. This process is band-wise carried out over the entire dataset, i.e., e

endmembers are estimated using the same band-images from the dataset. For example,

in order to obtain e endmember values for the third-band, we use K images of the third

band among the K available data cubes. Thus an overdetermined system of equations are

written for each band, where the abundance matrix A corresponds to abundances from

each data and the vector rw forms the reflectance at the same location in different bands.

Now, the endmember matrix M is estimated by using the pixels values (reflectances) for

each spectral band over the entire dataset. Thus, we call this approach as Band-wise
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Figure 5.1: An illustration of multiple hyperspectral measurements by an exemplary
dataset.

Endmember Extraction using Multi-temporal data (BEEM). Although the signatures

are spectrally overlapped, the endmember matrix represents the dominant reflectance by

each material in each band (see equation (5.1)). We exploit the spatial and temporal

variations in reflectance of the scene over each spectral band in order to obtain estimate

of M. This in turn makes the endmembers to satisfy a large number of linear equations

as given in equation (5.3) and hence provides a better estimate of M.

We now illustrate the BEEM using an example. Consider a multi-temporal data as

shown in Figure 5.1. It has 3 hyperspectral measurements of the same scene, i.e. N1,

N2 and N3. Let each of the Ni have 224 bands, and a band-image in a Ni is of size

75 × 75 pixels. Given 3 endmembers over the scene, the resultant abundance maps for

each Ni is 75 × 75 × 3, i.e. a matrix of 5625 × 3 and hence the abundance matrix for

the dataset (A) is of size 16875 × 3. The size of endmember matrix to be recovered is

224× 3. Corresponding to band-1 from N1, N2 and N3, the system of linear equations is

as under
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

r1,1

r1,2

...

r1,5625

r2,1

r2,2

...

r2,5625

r3,1

r3,2

...

r3,5625



=



α1,1 α2,1 α3,1

...
...

...

α1,2 α2,2 α3,2

...
...

...

α1,3 α2,3 α3,3

...
...

...


×


m1,1

m1,2

m1,3

 . (5.4)

Here, ri,1, ri,2, ...., ri,5625, for i = 1, 2, 3, represent the reflectance corresponding to 3 images

of the band-1. The matrix of abundances has the abundances corresponding to the entire

dataset, and [m1,1,m1,2,m1,3]T represent the endmembers of the band-1. The equation

(5.4) is used to formulate the NCLS minimization as given in equation (5.3) in order

to solve for the m1,1,m1,2,m1,3. This process is band-wise repeated over the 224 band

images to recover the endmember matrix of size 224× 3 as given in equation (5.3).

5.4 Experimental Analysis

In this section we demonstrate the efficacy of our approach for endmember extraction.

Since the data corresponding to a real scene at different times was unavailable, we con-

ducted experiments by simulating it using the real hyperspectral signatures. The Hyper-

spectral Data Retrieval and Analysis (HYDRA) Synthesis tool package [217] is used to

generate the dataset for the experiments.

The spectral signatures of concrete-wtc01-37a.27883, cedar-gds357.27723 and board-

gds362.29402 were selected as the signatures. These are contiguously spreaded in 2151

bands over the 400-2500 nm range. The endmembers are available at the USGS spectral

library [85] and the HYDRA has incorporated them as a part of the package. The three

abundance maps each of size 64 × 64 are generated using the spherical Gaussian field

as available in the HYDRA package. The linear combinations of the signatures and the
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known abundance maps yield a hyperspectral data cube of size 64× 64× 2151 and it is

denoted as data-1. In order to generate the data corresponding to different time instant,

we use the same set of endmembers but with different abundances. Thus generating

another cube of size 64× 64× 2151 and it is denoted as data-2. These datasets simulate

the scenario of possible temporal variations in the scene occurred over the period. The

abundance maps used to generate the data-1 are shown in Figure 5.2 (a), and Figure 5.2

(b) are the maps used to generate the data-2. Each abundance map is of size 64 × 64

pixels.

(a)

(b)

Figure 5.2: Ground truth abundance maps for the multi-temporal data: abundance maps
for (a) data-1, and (b) data-2.

We conducted the experiments by adding different noise levels in the dataset and

compared the performance with the state-of-art algorithms, i.e., VCA [102], MVC-NMF

[111], and AGES [158] for extracting the spectral signatures constituting the estimated

endmember matrix M̂. We use the MATLAB implementations of the VCA available on-

line in [218] while the MVC-NMF, and the AGES are implemented as per the descriptions

of the algorithms with the recommended parameter settings in the literature.

For extracting the endmembers, the VCA works on convex geometry applying only

in the spectral space of the data, and the MVC-NMF simultaneously solves for both
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endmembers and abundances in a regularization framework. The AGES starts with

a random endmember matrix and estimate sum-to-one constrained abundances in the

Langragian framework by dropping the nonnegativity constraint inherent to them. Then

by using these partially constrained abundances, it estimates the endmembers in a greedy

manner. Our proposed algorithm uses temporal changes in the reflectance in addition

to the spatial/spectral information over a set of band in order to estimate endmember

reflectance. Note that the VCA does not require abundances to estimate the endmembers

while MVC-NMF approach jointly estimates the endmembers and abundances using a

volume prior on the solution. On the other hand, AGES uses the initial abundances which

are partially constrained wherein our approach make use of temporal data characteristic

as well as fully-constrained abundances for estimating the endmembers.

In our experiments, endmembers are extracted by adding different levels of noise in

the data, and the estimated endmembers are compared with the ground truth values as

well as those estimated by using the other approaches. Figure 5.3 shows the ground truth

signatures for the three endmembers along with the extracted spectra for noise variances

σ2 of 0.001 and 0.01, respectively. It can be observed from the graphs shown in Figure

5.3 that the proposed approach performs better when compared to the other approaches

under the noisy conditions. This is due to the restriction imposed by using a large set of

equations while estimating the endmembers. Similarly, Figure 5.4 shows the performance

comparison of our approach with the other approaches for the data-2. Since the AGES

method has comparable performance to the MVC-NMF approach, we have not displayed

the results of this method in Figures 5.3 and 5.4.

In order to assess the performance of the proposed approach quantitatively, we used

the following measures: root mean squared error (RMSE) [106], spectral angle mapper

(SAM) [107] and spectral information divergence (SID) [108]. The quantitative compari-

son is shown separately for each data. Table 5.1 shows the performance using the data-1

while Table 5.2 is for the data-2. The error is calculated between the ground truth values

and estimated values, and the average error is considered for each endmember separately

as listed in the tables. It can be seen from the tables that the proposed approach performs

better than the other approaches.

In our approach of endmember extraction, we use the entire dataset while the other

approaches in the literature extract endmember matrix separately for each data cube.
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Figure 5.3: Plots of bands versus reflectance (spectral signatures) using different ap-
proaches on data-1 at noise levels of (a) σ2 = 0.001, and (b) σ2 = 0.01. Note that
the endmembers extracted using the proposed approach are same for data-1 (Figure 5.3)
and data-2 (Figure 5.4) since it uses band-wise information from both the datasets and
abundances.
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Figure 5.4: Plots of bands versus reflectance (spectral signatures) using different ap-
proaches on data-2 at noise levels of (a) σ2 = 0.001, and (b) σ2 = 0.01. Note that
the endmembers extracted using the proposed approach are same for data-1 (Figure 5.3)
and data-2 (Figure 5.4) since it uses band-wise information from both the datasets and
abundances.

Hence, we now show the comparison when the entire dataset is used in these methods for

extracting endmembers. We carry out an experiment wherein both the data cubes are

combined and are used to estimate the endmembers in other approaches. Table 5.3 shows

the comparison in terms of average error scores where the endmembers are estimated from

a combined data, i.e., combining the data-1 and data-2. Our proposed algorithm better
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Table 5.1: Average error scores for endmember extraction using the data-1 with additive
Gaussian noise variance of σ2 = 0.01.

M̂
Algorithm concrete cedar board

RMSE [106]
VCA [102] 0.0138 0.0700 0.0816

MVC-NMF [111] 0.0124 0.0637 0.0721
AGES [158] 0.0159 0.0737 0.0910

proposed 0.0112 0.0145 0.0026
SAM [107]

VCA [102] 1.3042 10.2068 9.3162
MVC-NMF [111] 1.2986 10.0700 9.6347

AGES [158] 2.9621 12.3054 11.4582
proposed 0.2162 4.1352 0.2155

SID [108]
VCA [102] 5.2000e−06 1.0147e−05 1.9845e−05

MVC-NMF [111] 5.3255e−06 1.0053e−05 1.4821e−05

AGES [158] 7.2213e−06 3.3324e−05 2.8532e−05

proposed 1.0264e−05 1.8316e−05 1.2187e−05

Table 5.2: Average error scores for endmember extraction using the data-2 with additive
Gaussian noise variance of σ2 = 0.01.

M̂
Algorithm concrete cedar board

RMSE [106]
VCA [102] 0.0163 0.0406 0.0131

MVC-NMF [111] 0.0188 0.0392 0.0102
AGES [158] 0.0241 0.0475 0.0221

proposed 0.0112 0.0145 0.0026
SAM [107]

VCA [102] 1.7454 7.0662 1.8764
MVC-NMF [111] 1.3280 6.7896 2.1832

AGES [158] 2.1456 8.3657 2.4216
proposed 0.2162 4.1352 0.2155

SID [108]
VCA [102] 1.2207e−05 3.4479e−05 6.3064e−05

MVC-NMF [111] 1.1004e−05 2.1943e−05 6.0291e−05

AGES [158] 1.2312e−05 3.9233e−05 7.2041e−05

proposed 0.0264e−05 0.8316e−05 1.2187e−05

restricts the solution space by utilizing the temporal characteristics along with the spatial

and spectral information.

Finally, we reconstruct the datasets using respective ground truth abundances and the



5.4 Experimental Analysis 87

Table 5.3: Average error scores for endmember extraction on the combined data with
additive Gaussian noise σ2 = 0.01.

M̂
Algorithm concrete cedar board

RMSE [106]
VCA [102] 0.0170 0.0410 0.0139

MVC-NMF [111] 0.0194 0.0421 0.0126
AGES [158] 0.0216 0.0512 0.0269

proposed 0.0112 0.0145 0.0026
SAM [107]

VCA [102] 1.2143 7.1322 1.9421
MVC-NMF [111] 1.3456 7.8063 2.2431

AGES [158] 2.3255 7.9982 3.7535
proposed 0.2162 4.1352 0.2155

SID [108]
VCA [102] 2.02091e−05 3.7479e−05 6.6842e−05

MVC-NMF [111] 2.4421e−05 2.9342e−05 6.9892e−05

AGES [158] 3.4324e−05 3.9342e−05 8.9233e−05

proposed 0.0264e−05 0.8316e−05 1.2187e−05

estimated endmembers as obtained from the different approaches, i.e., VCA, MVC-NMF,

and AGES. The results are compared with the proposed approach. Figure 5.5 and Figure

5.6 show the DRE maps (in terms of RMSE) for the data-1 and the data-2, respectively,

for noise variance of σ2 = 0.01. The average errors and standard deviations are mentioned

on the top of each figure. It can be observed that the average errors and their standard

deviations using the proposed approach are less when compared to other approaches.
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Figure 5.5: DRE maps (in terms of RMSE) for data-1 with σ2 = 0.01: DRE map using
(a) VCA [102], (b) MVC-NMF [111]/AGES [158], and (c) proposed approach.

Before we conclude, it may be of interest to know the reason for using the abundances

for estimating the endmembers, although in general abundances are estimated by making
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Figure 5.6: DRE maps (in terms of RMSE) for data-2 with σ2 = 0.01: DRE map using
(a) VCA [102], (b) MVC-NMF [111]/AGES [158], and (c) proposed approach.

use of known/estimated endmembers. Most of the approaches estimate the endmembers

using only the data. One may view our algorithm as the one that can be used to improve

the estimate of the endmembers obtained from the other approaches which do not make

use of the abundances. Using a multi-temporal data, endmember matrix M and hence the

abundances can be estimated using the state-of-art approaches. Now, using the dataset

and the estimated abundances as done in our approach, the M matrix can be refined.

5.5 Conclusions

We presented a new algorithm for extracting the endmembers using the multi-temporal

hyperspectral data of same scene. The knowledge of estimated abundance maps are

utilized for constructing the set of overdetermined set of equations. Results of simulations

conducted on synthetic dataset with different levels of additive white Gaussian noises

demonstrated the effectiveness of the proposed algorithm when compared with the state-

of-art approaches.

A limitation of the proposed algorithm is that it depends upon the availability of

abundances of the scene. Secondly, the problem of identifying the number of endmembers

in a scene is not yet discussed in the thesis. Both these problems are solved in the next

chapter which gives us a complete solution, given the data. The proposed algorithm

in this chapter will be used in the next chapter wherein we solve the complete spectral

unmixing including estimation of the number of endmembers.



Chapter 6

Iterative Bootstrapping: A Unified

Framework for Complete Spectral

Unmixing of Hyperspectral Data

In this chapter, we propose a novel approach for simultaneous estimation of number of

endmembers, their signatures and corresponding abundances, by exploring the spatial,

spectral as well as temporal characteristics of the hyperspectral data over the same area.

A linear mixing model (LMM) with the additive white Gaussian noise is considered as

the data model. Our work is based on following observations: 1) endmembers together

with their abundances form the hyperspectral data, and 2) temporal change in the pixel

reflectance is due to variations in abundances over the period of time [8, 9, 11]. A boot-

strapping technique inspired from the linear electronics theory is employed to iteratively

improve the estimates of all the three entities within a two-stage framework. A rough

estimate obtained in the fist stage works as an effective input to the second stage that im-

proves the estimation by incorporating the appropriate constraints and prior information

on the solution. Given the data, in stage one we obtain a set of initial endmembers using

orthogonal subspace projection (OSP) incorporating the number of endmembers as the

lower bound set by the principal eigen-vectors of the data covariance matrix. Assuming

them as noisy estimates they are used to find initial abundances using the total least

squares - Tikhonov (TLS-Tikhonov) regularization approach that considers the error in

data as well as in endmembers. Second stage involves refinement of both the endmembers

89
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and abundances. Here, we first carry out band-wise endmember extraction using multi-

temporal data (BEEM) using the initial abundances and obtain a constrained solution

that gives improved endmembers. These are then incorporated in maximum a posteriori

(MAP) with the data-dependent Huber - Markov random field (dHMRF) prior to further

improve the abundances. Finally, the data reconstruction error (DRE) is used as a pos-

itive feedback to vary the number of endmembers. This feedback operation referred as

bootstrapping is repeated on the two-stage operation until the DRE between the available

and reconstructed reflectance is minimum. This process of iterative bootstrapping (IB)

converges to an optimum solution (in the least-squares sense) for the complete spectral

unmixing. We demonstrate the proposed work using multi-temporal datasets simulated

using the real signatures of the USGS spectral library, and the results are compared with

two standard hyperspectral unmixing processing chains. The proposed approach works

as a self-regulatory mechanism for the complete spectral unmixing as well as serves as

a basis to find the temporal changes in a hyperspectral scene based on changes in the

abundances contributing to the scene reflectance over a period of time [10].

6.1 Introduction

Given the data, complete spectral unmixing solves for the three unknowns, i.e., it starts by

identifying number of spectrally distinct materials in the data followed by extracting their

spectral signatures called endmembers and finally estimating the corresponding ground

cover fractions called abundances. The efficacy of the complete spectral unmixing can

be assessed by checking the error between the available (or ground) reflectance and the

reflectance reconstructed using the estimated unmixed components. Solving this inverse

ill-posed problem using the mixing model poses major challenges due to the following

factors: 1) variations in atmospheric conditions, sensor noise, material decomposition,

location, and surrounding materials lead to inconsistent set of equations, 2) relatively

larger IFOV and existence of mixed pixels due to altitude of the sensor makes the source

separation difficult, and 3) the number of endmembers being significantly less than the

available contiguous bands results in larger number of equations than the unknowns.

Traditionally, the problem of linear spectral unmixing has been involved in estimating

the three entities separately within a hyperspectral unmixing processing chain [5, 87, 86].
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Recently, attempts have been made by the researchers on joint estimation of the number

of endmembers and abundances [159], the endmembers and abundances [160, 111, 161],

and a study on the impact of initial endmembers in searching the number of endmembers

and their signatures [162]. It is interesting to note that many of the approaches proposed

for spectral unmixing make use of a single hyperspectral data cube of the scene captured

at a time [5, 87, 86]. On the other hand, multi-temporal data in the remote sensing area is

investigated mainly for detecting changes in an area over a period of time [219, 220, 221,

222, 18, 223] in order to better understand the scene. In the proposed work we show that

one can obtain the complete solution for spectral unmixing by using the hyperspectral

data captured over the same area at different times.

Generally the scene change is due to variations in its contents, illumination angles,

weather conditions, time of a day and/or date including seasonal effects. The important

changes observed in hyperspectral data correspond to materials reflectance of the scene

[10]. Since endmembers together with the abundances constitute the pixel reflectance (in-

tensities) in a hyperspectral imagery, such changes can be either due to variations in the

both or due to scene abundances. Hence, it is a challenge to perform complete spectral

unmixing using multitemporal data [8]. Researchers have recommended to explore sta-

tistical methods and Markov random field (MRF) based prior information to account for

no-change in the data at different times [8, 10]. In this paper, we consider a case wherein

endmembers remain same and the changes in the scene are due to their abundances. This

is a practical scenario which is observed due to repetitive data acquisition within a season

of a year [8, 9, 11]. Our work includes the statistical/MRF based methods in addition to

the least-squares based minimization in order to better constrain the solution.

For complete spectral unmixing, the first step is to find the number of endmembers

which often requires the knowledge of experts and/or ground survey. The task becomes

difficult for physically inaccessible areas on the earth. Comparing the hyperspectral

imaging with the pigeon-hole principle, the number of endmembers (pigeons) is found

to be significantly less than the available bands (pigeon-holes). Hence, in general, it is

difficult to estimate the number of endmembers exactly and a reasonable estimate can

be obtained based on trial-and-error criterion [77, 224]. The researchers have tried to

determine the same by using the concept of virtual dimensionality (VD) of the data [79],

in which a binary hypothesis is formulated by the eigenvalues of data correlations and
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covariance matrices. An eigen decomposition of estimated correlation matrices of the

data and Gaussian noise for finding the number of endmembers is proposed in [80]. The

method considers the noise covariance while estimating the number of spectrally distinct

signatures. This method is well-known as HySime and it estimates the subspace of the

data in the minimum mean-squared sense. In all the above approaches, the presence of

noise in hyperspectral data affects the performance. In [159] a hierarchical Bayesian model

is proposed in which the problem is formulated as constrained linear regression. Though

the method simultaneously estimates the number of endmembers and abundances, it

requires knowledge of endmembers. Recently, greedy algorithms have also been proposed

using the sparse regression formulation [83, 84].

In many instances the signatures for the materials, i.e., endmember matrix elements,

are available in a digital spectral library [85] or they can be extracted from the data using

various algorithms [5, 86, 87, 109, 111]. The approaches for the endmember extraction

are discussed in Chapter 5 that also introduced a new algorithm called BEEM. In most

of these cases the number of endmembers is a priori known. Knowing the endmembers,

unmixing can be done by estimating the corresponding abundances at each location. Since

the abundances represent the fractions (weights) of the endmembers, they are required

to satisfy nonnegativity constraint due to the passive remote sensing. Apart from this,

the abundances must sum-to-one at each pixel location in the scene. Hence, it is difficult

to solve this inverse problem and obtain a closed-form solution. Various algorithms for

unmixing have been developed [117, 119, 74, 122, 126, 129, 130, 131, 132, 133, 134, 135,

157]. This is discussed in Chapter 3 that proposed TLS-Tikhonov approach [131], and

the MAP-dHMRF approach [135, 157] proposed in Chapter 4 of this thesis.

In recent times, many researchers have started exploring multi-temporal unmixing of

the hyperspectral data. An FCLS based unmixing is applied to multi-temporal hyper-

spectral data in [8] for the change detection. Their algorithm was tested on the data

acquired using compact airborne spectrographic imager (CASI) in North Research Farm

of Mississippi State University. An application of multi-temporal unmixing is shown in

[9] for finding the vegetation index from the remotely sensed data. More recently, an

unmixing analysis using nonnegativity constraint least-squares has been demonstrated

in [11] for Hyperion images captured over Guanica dry forest in Puerto Rico. These

approaches demonstrated results showing changes in the scene due to the variations in
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abundances over a period of time. But a limitation of these methods is that they require

prior knowledge about the endmembers in a scene. An approach involving the spectral

variability of the endmembers within the scenes while using the temporal data is proposed

in [163]. However, no attempts have been made to use the multi-temporal data to solve

for all the three entities in a single algorithm.

Few researchers have attempted the joint estimation of the endmembers and corre-

sponding abundance maps. Such a joint estimation is formulated as a biconvex optimiza-

tion problem in [160]. This is a heuristic algorithm based on alternatively updating end-

member and abundance matrices via projected subgradients. To this end, fully Bayesian

hierarchical algorithm is proposed in [161] which uses a computationally expensive gen-

eralized Gibbs sampler. The method illustrates the nonuniqueness of the solution while

attempting the joint estimation.

In this chapter, by considering a linear data model for hyperspectral imagery we si-

multaneously solve for number of endmembers, their signatures and corresponding abun-

dances. We consider a season of a year when the endmembers remain the same while

changes in the scene reflectance are due to variations in their abundances. This is inspired

from a real scenario recorded by the CASI over the North Research Farm of Mississippi

State University from August to September in the year 2008 [8]. Our work uses an itera-

tive bootstrapping approach as a positive feedback mechanism. Following are the salient

features of the proposed IB approach, which distinguish it from the existing state-of-art

algorithms, i) the method simultaneously estimates all the three unmixed components,

ii) it considers the effects of noise by minimizing the data reconstruction error (DRE)

iteratively in the least-squared sense for ensuring the correctness of the estimated number

of endmembers, since the unmixing is carried out by satisfying both nonnegativity and

sum-to-one constraints on the abundances [122, 99, 158], hence the reconstructed data

points lie within the simplex form by the reconstructed data vectors, iii) the regularized

TLS approach ensures a better initial estimate of abundances compared to the least-

squares estimation when the endmembers are also perturbed along with the noise in the

data, iv) band-wise endmember extraction performed using the temporal characteristics

in addition to the spatial/spectral information over a set of data, acts as additional con-

straint on the endmembers, and v) the MAP-dHMRF method not only satisfy the fully

constrained requirement but also incorporate appropriate prior on abundances in order
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to overcome the ill-posedness. Note that unlike the existing methods that solve for at

most two entities, our algorithm simultaneously solves for all the three unknowns. This

is a difficult problem and the novelty of our approach lies in the use of multi-temporal

data including suitable prior information in the bootstrapping framework to improve the

accuracy of estimation.

6.2 Overview of the proposed framework

In this section we briefly explain the proposed method for the complete spectral unmix-

ing which is utilizing the temporal information of the data in addition to the spatial

as well as spectral characteristics. We pose it as solving an inverse ill-posed problem

involving overdetermined set of linear equations. For this purpose, we extend the linear

mixing model (LMM) for the multi-temporal data, i.e., consider a set of spectrally dis-

tinct signatures (endmembers) undergo appropriate transformations represented by their

abundances over a period of time. This process yields a set output vectors representing

reflectance at different wavelengths over the scene. In our case, this transformation is

equivalent to applying a linear operator on a vector to yield another vector in the same

domain. Here, varying abundances at different locations represent the linear operators

and the vector representing the endmembers is transformed to represent the resultant

mixed reflectances within the IFOV of the sensor over the time.

In the LMM, the abundances are constrained by nonnegativity and sum-to-one at

each pixel location. Hence, these can be conveniently represented by sample functions

of Dirichlet process [136]. Further, generally the number of endmembers (e) present in a

scene is significantly less than the total number of bands W . Therefore, the transforma-

tion matrix (linear operator at a pixel) representing the abundance fractions constitutes

a sparse matrix Fα which has W number of rows that correspond to shifted versions of

one of the sample functions of the Dirichlet process. The transformation matrix Fα can
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be represented as,

Fα =


α1 α2 · · · αe 0 0 0 0 0 0 · · · 0 0

0 0 · · · 0 α1 α2 · · · αe 0 0 · · · 0 0
...

...
...

...
...

...
...

...
. . .

...
...

...
...

0 0 · · · 0 0 0 0 0 0 α1 α2 · · · αe


W×We∑e

i=1 αi = 1 in each row, where αi ∈ [0, 1].

Here, α1, α2, ..., αe represent the set of abundances corresponding to the column vectors

m1,m2, ...,me, of endmember matrix M. Considering a hyperspectral data cube which

has W number of spectral bands each of size l1× l2 pixels, one may write a linear system

of equations at every location as,

r = Fαm, Fα: mR+ → rR
+

(6.1)

where, r represents the data vector of size W × 1, and Fα is the W ×We sparse matrix.

Here m is a vector of size We× 1 representing lexicographically ordered rows of the end-

member matrix of size W × e. The input-output transformation given in equation (6.1)

can be considered at every location to yield a reflectance data cube of size l1 × l2 ×W .

The endmember vector m combined with Fα at every pixel generate the corresponding

output reflectance vectors forming a data cube. Let, Fα−i represents the abundance ma-

trix considering all the locations at a given time. Thus applying different transformations

Fα−1,Fα−2, ...,Fα−K on the endmembers m1,m2, ...,me we get l1l2W reflectance vectors

for each of the N1,N2, ...,NK data cubes. This indicates that appropriate transforma-

tions on the same endmembers corresponding to a scene lead to different valued data

cubes. We make use of these data cubes of the same scene which are acquired at different

times in order to better constrain the endmember values while solving for them.

Now the complete spectral unmixing problem can be formulated as follows: given the

K data cubes, find the number of endmembers, their signatures (i.e., endmember values

in each band) and corresponding abundances at every location. By considering additive

white Gaussian noise at each pixel location in a data cube, one can represent the linear

mixing model (LMM) [38] as,

r = Mα + n, (6.2)
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where the spectral measurement r denotes a W -dimensional column vector same as in

equation (6.1). Here, M represents the endmember signature matrix which has a size

of W × e. The weights for endmembers, i.e., the abundances can be represented by e-

dimensional vector α = [α1, α2, ..., αe]
T , i.e. , αi represents the fractional area covered by

the ith endmember. In equation (6.2), n corresponds to W × 1 vector representing the

white Gaussian noise of variance σ2. Note that though equations (6.1) and (6.2) represent

the same model, the endmember matrix M multiplies vector α in (6.2) while in equation

(6.1) an abundance matrix (Fα) is multiplied with the vector representing endmember

values.

In order to solve this inverse ill-posed problem, we incorporate the idea of bootstrap-

ping from the field of electrical engineering. During the early days of research in linear

electronics, a positive feedback process called bootstrapping technique was used for in-

creasing the gain of an amplifier with a two-stage arrangement. It involves a feedback

system in which a portion of an output from the second stage is fedback to the first stage

(see Figure 6.2), that increases the input impedance of the circuit resulting in faithful

amplification of the input signal. Thus, bootstrapping boosts the performance of the

system without the need of external aids.

Stage - 1 Stage - 2
Input 

Signal

Amplified  

Output Signal

BOOTSTRAPPING

part of the output signal is fedback to the Stage -1 

Figure 6.1: Bootstrapping: portion of the output signal is fedback to the Stage-1 increas-
ing the gain of a two-stage amplifier.

In our approach, all the three entities to be estimated are utilized in bootstrapping

in order to improve their estimation. A feedback in the form of error between the given

reflectance (data) and the reflectance reconstructed using the estimated unmixed com-
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ponents is used to iteratively improve the solutions by changing the number of end-

members in every iteration. This feedback process repeats until the data reconstruction

error (DRE) is minimum making it an iterative bootstrapping (IB) approach. In or-

der to handle the severe ill-posedness in estimating the abundances, our approach uses

TLS-Tikhonov approach for obtaining the initial abundance values. In the second stage,

multi-temporal data are used to improve the estimation of endmember matrix using our

band-wise endmember extraction using multi-temporal data (BEEM) algorithm. The

improved endmembers are used to further enhance the abundances by using the MAP

framework taking care of the ill-posedness in the unmixing. In our approach the first

stage provides a rough estimate of the solution and works as an initial estimate for the

second stage that uses additional constraints and appropriate prior on the entities to be

estimated in order to enhance the accuracy of estimation.

In essence we use the multi-temporal data to estimate the endmembers, and the abun-

dances are estimated at every pixel location. Advantages of the proposed approach are,

1) performs the blind decomposition of the given data under the well accepted linear

mixing model, 2) carries out the complete spectral unmixing avoiding the necessity of

one or more entity estimated from other approaches, 3) identifies number of endmem-

bers without using a priori knowledge of scene-dependent parameters, and 4) the entire

spectral unmixing process is carried out in a self-regulatory mechanism.

6.3 Proposed Method for Complete Spectral Unmix-

ing

Figure 6.2 shows the complete block diagram of the proposed method. The input consists

of K data cubes of the same scene acquired at different times. Using these, the proposed

approach first computes an initial estimate for number of endmembers and their signa-

tures. It is clear that since the data is contiguous in its spectral space, the column vectors

of M may not be truly orthogonal, but one may assume linear independency of these vec-

tors as they represent pure spectra of the constituent materials. This motivates us to

use the principal component analysis (PCA) [50] on the data, wherein eigen-directions

with significant eigen-values indicate the lower bound on the number of endmembers in
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the data. So to begin with, we apply the PCA on each data cube and select the initial

estimate for number of endmembers. Since the hyperspectral data is highly correlated in

the spectral space, we choose the eigen-vectors that correspond to 95% of total energy to

decide on the number of principal components. This represents the lower bound on the

number of endmembers and treated as an initial estimate ê.

N1

N2

NK

error

ε

PCA OSP BEEM MAP-dHMRF

ε << γ

INPUT

Multitemporal K data cubes Reconstructed K data cubes

BOOTSTRAPPING

NO

OUTPUT

Number of endmembers e 

Endmember matrix M  

Abundance maps matrix A  

YES

1ˆˆ  ee

ê Minit
Ainit

 
M̂  

 
Â  

1

~
N

2

~
N

KN
~

      .             

     . 

     .  

      .             

     . 

     .  

Ni

Stage - 1 Stage - 2

TLS-Tikhonov

Figure 6.2: Block schematic of the proposed Iterative Bootstrapping (IB) method for
complete spectral unmixing using multi-temporal hyperspectral data.

Once the initial number of endmembers is derived as ê, it is used in the OSP [96]

algorithm to obtain an initial estimate of endmembers using the data cube having the

smallest number of eigen-directions. It may be noted that one may use other state-of-art

approaches like N-FINDR [98], AMEE [103] or VCA [102] to find the initial estimate for

endmembers. Since OSP represents the pioneering approach among the existing state-

of-art approaches, we resort to it for finding the initial endmembers. Using the available

data and the number of endmembers, OSP proceeds by considering a pixel-vector having

the largest norm as the first endmember from the data. The remaining endmembers are

determined iteratively by exploiting orthogonality with respect to the available signatures

within the data. However, this may result in poor estimate of endmembers under the

noisy scenario [96]. Nevertheless, it gives us an initial set of signatures Minit which
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is then used in unmixing all the K data cubes that gives us the initial estimates of

corresponding abundance maps. To do this, we consider perturbations in both the data

and endmembers. Our TLS-Tikhonov regularization [131] approach is then applied to

obtain the initial estimate of abundances at every pixel location in each data cube as,

Ainit−i =
{
α̂init = arg min

∀α
‖[M; r]− [Minit; Minitα]‖F + µ

∥∥Lα(i,j)

∥∥
2
, ∀ l1 × l2

}
, and i = 1, 2, ...K

(6.3)

where, ‖.‖F denotes the Frobenius norm of the matrix, µ is the regularization parameter,

L is the matrix representation of the derivative operator, and l1× l2 denotes the number

of pixel locations in the data cube. The physical constraints on the abundances are

taken care of while minimizing the objective function given in (6.3). Further details are

available in the Chapter 3. It can be seen that the minimization of equation (6.3) over the

ith data cube results in physically constrained abundances Ainit−i by considering the noise

in data as well as endmember signatures in the Minit. We now have initial estimates for

the endmembers (Minit) of the scene and the abundances for each of the multi-temporal

data cubes, i.e., K initial abundance cubes Ainit−1,Ainit−2, ...,Ainit−K , each having a

size of l1 × l2 × e. Note that these cubes have the same set of abundances as those in

Fα−1,Fα−2, ...,Fα−K matrices as already discussed in Section 6.2. We form the Ainit

matrix by first converting each of the Ainit−i into a matrix of size l1l2 × e and stacking

all the resultant K abundance maps to form a matrix of size l1l2K × e. This initial

abundance matrix Ainit which has the complete set of abundances of the multi-temporal

data is utilized in obtaining an improved estimate of endmember matrix making use of

the multi-temporal data. This approach to better estimate of endmembers is based on

bandwise extraction.

Our algorithm of band-wise endmember extraction using multi-temporal data (BEEM)

makes use of the entire K data cubes so that the changes occurred in the scene over the

time period can be taken into consideration in order to improve the solution. The process

of endmember extraction is carried out by assuming a linear mixing model (LMM) on

the multi-temporal data. This is discussed in Chapter 5 of this thesis. One may note

that e << W , so the the use of multi-temporal hyperspectral data better constrain the

solution. This improves the estimates of endmembers even under the noisy conditions.

The improved endmember matrix M̂ is then used to further improve unmixing of all the
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data cubes, i.e., Â, using our MAP-dHMRF [157] approach at every pixel location in

each data cube as,

α̂ =



arg min
∀α


∥∥∥r− M̂α

∥∥∥2

2σ2 + λ

e−1∑
i=0

∣∣αi − α(i+1 mod e)

∣∣2
 , if αd ≤ β, and (6.4a)

arg min
∀α


∥∥∥r− M̂α

∥∥∥2

2σ2 + λ

e−1∑
i=0

(
2
∣∣αi − α(i+1 mod e)

∣∣ β − β2
) , if αd > β.(6.4b)

s.t.:
∑e

i=1 α̂i = 1 and α̂i ∈ [0, 1].

∀ l1 × l2 and for all data cubes.

Here αd =
∣∣αi − α(i+1 mod e)

∣∣ and β is a suitable threshold and λ are derived from

the available data as discussed in our earlier work [157]. Carrying out the minimization

of equations (6.4a) and (6.4b) yields Â1,Â2,...ÂK, corresponding to N1,N2,...,NK, and

collectively represented as Â representing the estimated abundances for all the data

cubes. Once the abundances are found, they along with the M̂ are used to reconstruct

the entire dataset, and the error (ε) is calculated between the reconstructed and the

available reflectance in the K data cubes as

ε =
1

K

l1l2K∑
i=1

∥∥∥RNi − R̃Ni

∥∥∥
2

(6.5)

where, RNi and R̃Ni represent the available and the reconstructed data vectors at ith

location. It is clear that a low value of the ε ensures the closeness of the M̂ and Â,

to their true ones, i.e., M and A. A relatively high value of ε indicates a miss-fit for

the model we have chosen. In our approach, M̂ and Â are estimated using appropriate

constraints and the relevant additional information, hence according to the LMM, the

possible reconstruction error could be due to use of incorrect number of endmembers, i.e.,

ê, [122, 99, 158]. Note that we have initialized the e with the least number of orthogonal

directions, and hence this can be updated and the entire process of finding the endmem-

bers and abundances can be repeated. This update is based on the data reconstruction

error ε as in equation (6.5). This process of updating the number of endmembers and

recalculating M̂ and Â iteratively involves a feedback called the bootstrapping. The en-

tire procedure is repeated with the updated value of the ê as ê + 1 till we obtain ε <<



6.3 Proposed Method for Complete Spectral Unmixing 101

threshold γ ensuring the convergence in the least-squares sense [122]. This process is

termed as iterative bootstrapping (IB). Since the minimization functions in the entire

bootstrapping operation are quadratic, the convergence is guaranteed. We would like to

mention here that since we employ regularization as well as additional constraints leading

to a unique inverse mapping, the feedback mechanism used in the proposed IB technique

works well avoiding the instability.

We now provide a geometric illustration for the working of the proposed IB approach

using an exemplary data. For the sake of simplicity, we prefer to use a single data cube.

Nevertheless, the explanation is equally applicable to the multi-temporal data. Figure

6.3 illustrates how the bootstrapping helps in gradually improving the solution.
                                                     

 

 

 

 

 

 

 

 

 

 

 

 

 

 

        (a) data points                                                                                           

                                                     

 

 

 

 

 

 

 

 

 

 

 

 

 

 

          (b) Bootstrapping 
(1)

 

                                                     

 

 

 

 

 

 

 

 

 

 

 

 

 

 

          (c) Bootstrapping 
(2)

                                                                                         

                                                     

 

 

 

 

 

 

 

 

 

 

 

 

 

 

          (d) Bootstrapping 
(3)

                                                                                         

              

 available data  reconstructed data  estimated endmembers       ε errors 

 

 

ε                         ε 

 

 

ε 

Figure 6.3: Geometric illustration of the proposed Iterative Bootstrapping (IB) ap-
proach for complete spectral unmixing: (a) data vectors represented as points in the
W -dimensional Euclidean space with 5 endmembers shown as vertices of a polygon, and
(b-d) bootstrapping with increasing number of endmembers to improve the solution.

Figure 6.3 (a) shows the remotely acquired hyperspectral measurements over the W

contiguous bands and the data is represented as the points in the W -dimensional Eu-

clidean space. We see that the use of linear mixing model (LMM) allows us to visualize

the data in a convex cone formed by the endmembers. As shown in Figure 6.3 (a), there

are 5 endmembers corresponding to spectrally distinct materials. Our algorithm is ini-

tialized by applying the PCA on this data and for the sake of illustration let us assume

that there are 3 principal components. As discussed, the initial estimates of the end-

members and abundances are determined using the OSP and TLS-Tikhonov approach,

respectively. This is followed by improved endmembers using the multi-temporal data

(BEEM), and finally the abundances are recovered using the MAP-dHMRF. The entire

data is reconstructed using these endmembers and abundances, and the data reconstruc-
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tion error is calculated. This is depicted in Figure 6.3 (b) where it indicates that now

the data has 3 endmembers with the corresponding improved estimates of abundances.

It can be seen from the Figure 6.3 (b) that with the use of 3 endmembers, a significantly

large error results in the data reconstruction. By using the iterative bootstrapping, the

solution can be improved as illustrated in Figure 6.3 (c) and Figure 6.3 (d). Hence, the

number of endmembers is increased by one, i.e., 4, and the entire process is repeated.

Figure 6.3 (c) shows that the error is relatively reduced, but it is still significantly large.

Once again ê is increased by one and the bootstrapping is repeated. As shown in Figure

6.3 (d), the error in this case is significantly reduced resulting in improved endmembers

and abundances.

6.4 Iterative Bootstrapping (IB) Algorithm

Here we give algorithmic steps involved in our method. Given the multi-temporal data,

the proposed algorithm performs blind decomposition as illustrated by using Algorithm

1. The symbols ê, M̂ and Â are used to indicate estimated versions of number of end-

members, endmember matrix and abundance matrix of the data cubes, respectively. The

symbol λW is used to indicate a W -dimensional vector of eigenvalues for a data cube,

and R̃N denotes a reconstructed data vector.
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Algorithm 1 Iterative Bootstrapping

INPUT: Hyperspectral data cubes N1,N2, ...,NK .
OUTPUT: Number of endmembers e, endmember matrix M and abundance maps
A1,A2, ...,AK .

1: {λW}Ki=1 = PCA
(
{Ni}Ki=1

)
.

2: for i = 1 to K do
3: set êi = 0.
4: for j = 1 to W do

5: if λj ≥ 0.95
(∑W

p=1 λp

)
then

êi = êi + 1.
6: end if
7: end for
8: end for
9: ê = min(ê1, ê2, ....., êK), and corresponding data cube is N.

10: Minit = OSP (N, ê).

11: [Ainit−1,Ainit−2, ...,Ainit−K ] = TLS-Tikhonov
(
{Ni}Ki=1 ,Minit

)
.

12: Set x = 1.
13: for n = 1 to K do
14: for i = 1 to l1 do
15: for j = 1 to l2 do
16: Ainit(x, :) = Ainit−n(i, j, :)
17: x = x+ 1
18: end for
19: end for
20: end for
21: for j = 1 to W do
22: Rj(:, 1) = {Ni(:, :, j)}Ki=1.
23: m̂w = arg min∀mw ‖Rj −Ainitmw‖2. s.t.: m̂i,j ≥ 0, for i = 1, 2, ...,W , and j =

1, 2, ..., e.
24: M̂(j, :) = m̂T.
25: end for
26:

[
Â1, Â2, ..., ÂK

]
= MAP-dHMRF

(
{Ni}Ki=1 , M̂

)
.

27: for n = 1 to K do
28: for i = 1 to l1 do
29: for j = 1 to l2 do
30: Ñn(i, j, :) = M̂Ân(i, j, :)
31: end for
32: end for
33: end for
34: for i = 1 to l1l2K do

ε += 1
K

∥∥∥RNi − R̃Ni

∥∥∥
2

35: end for
36: if ε� γ then

e = ê, M = M̂ and A1 = Â1,A2 = Â2, ...,AK = ÂK .
37: else

ê = ê+ 1 and go to step 10.
38: end if

STOP
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6.5 Experimental Results

In this section we demonstrate the efficacy of our approach for simultaneous estimation

of number of endmembers, their signatures and corresponding abundances. Due to un-

availability of real data captured at different times, we experimented by simulating the

dataset. The Hyperspectral Data Retrieval and Analysis (HYDRA) Synthesis tool pack-

age [217] is used to generate the dataset for the experiments. All the algorithms are run

on a Desktop PC with Intel R© CoreTM i5-3210M CPU at 2.5 GHz with 4 GB of RAM.

Since the researchers have not attempted to solve for all the three entities using one

algorithm, we compare our results with those spectral unmixing chains that combine the

state-of-art algorithms for estimating the number of endmembers, their signatures and

the corresponding abundances. These approaches include VD [79]+VCA [102]+FCLS

[122] and HySime [80]+MVC-NMF [111]. We use the MATLAB implementations of

the VCA and HySime algorithms available online in[218] and the VD implementation

available in [225]. The FCLS and MVC-NMF are implemented as per the descriptions of

the algorithms with the recommended parameter settings in the literature.

Though we are simulating the data, many physical models for understanding the ma-

terials based on the reflected energy have been developed [37]. The effects of the multi-

temporal data acquisitions are modeled in [226, 10]. For our experiments, we considered

seven endmembers namely Renyolds tunnel sludge, Green slime, Cyanide potassium ferro,

Plastic grnhouse roof, Montmorillonite benzen, Cyanide zinc, and Ammonium chloride.

These are contiguously spread over 480 bands in range of 400− 2500 nm. The signatures

for the endmembers are available at the USGS spectral library [85] and the HYDRA has

included them as a part of the package. Use of these seven spectral signatures gives us the

endmember matrix M of size 480× 7. By considering each band image of size 256× 175

pixels, the abundance maps of the same size are generated using the spherical Gaussian

field as available in the HYDRA package. The endmembers and the abundances are

then combined using the LMM, i.e., r = Mα, to generate the hyperspectral data cube

of size 256 × 175 × 480 and this is denoted as Data-1. In order to generate the data

cube for the same scene at a different time instant, we keep the M constant but vary

their abundances, thus generating another cube of size 256 × 175 × 480 that is denoted

as Data-2. These two data cubes simulate the scenario of temporal variations in the
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scene occurred within a season of a year. This is similar to a practical scenario found in

the CASI data during the months of August and September 2008 [8]. In this period of

time, the endmembers remain the same while changes in the scene are observed due to

variations in their abundances. The experiments are conducted for the complete spectral

unmixing by adding different levels of noise in the simulated dataset. Note that the data

digital numbers are in the range of 0 to 1. The mean images having average reflectance

at each pixel location for the Data-1 and Data-2 are shown in Figure 6.4 (a) and (b),

respectively, with the endmembers marked in the respective scenes. Looking at the two

images, we observe that the scene has undergone changes because the distribution of the

endmembers has been changed. Table - 6.1 lists the locations of the endmembers in the

multitemporal data. The ground truth endmembers are shown in Figure 6.5 in which

we show the plots of bands versus the endmember reflectance. The ground truth abun-

dance maps of the dataset are displayed in Figure 6.6 and Figure 6.7 for the Data-1 and

Data-2, respectively. Each abundance map is of size 256 × 175 pixels which satisfy the

nonnegativity and sum-to-one constraint at every location in the respective scene data.

Table 6.1: Locations of endmembers in the multitemporal data.

Endmembers Coordinates in Data - 1 Coordinates in Data - 2
Renyolds tunnel (84, 49) (5, 11)

Green slime (160, 29) (164, 175)
Cyanide potassium (191, 17) (2, 175)

Plastic grnhouse (128, 158) (17, 17)
Montmorillonite benzen (240, 9) (13, 31)

Cyanide zinc (26, 158) (9, 63)
Ammonium chloride (225, 110) (39, 125)

The result analysis and the performance comparisons are carried out as follows. We

begin at gross-level analysis which includes finding data reconstruction error (DRE) maps

for the data cubes, verification of number of endmembers in the scene, and time com-

plexities of different algorithms. This is followed by a detailed performance comparison

to assess the accuracy of extracted endmembers and abundances at different noise levels

in the data. Finally an additional test is carried out to further validate the estimated

unmixed components. This is done by adding both low variance (σ2 = 0.01) and high

variance (σ2 = 0.1) noises to the data. In addition to this, noise sensitivity analysis is

also carried out on different approaches by considering various noise levels.
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Figure 6.4: Mean images of multitemporal data: mean image of (a) Data-1,
and (b) Data-2. Here the mean is taken at each location across the spec-
tral bands. The dataset has seven endmembers and their locations in the
scenes are labeled as R: Renyolds tunnel sludge sm93-15.29328, G: Green slime sm93-
14a.28199, Cp: Cyanide potassium ferro.28065, P: Plastic grnhouse roof gga-54.28462,
M: Montmorillonite benzen.28220, Cz: Cyanide zinc k 1.28013, and A: Ammo-
nium chloride gds77.27373.

We begin by calculating data reconstruction error for both the data cubes using the

unmixed components as obtained from the standard chains of complete spectral unmixing,

i.e., VD [79]+VCA [102]+FCLS [122] and HySime [80]+MVC-NMF [111], and compare

the same with the proposed approach. In order to do this, the RMSE [106] is calculated

between the available and the reconstructed reflectance. Computing the RMSE at each

pixel location gives us a DRE at that location. For an ith location it is given as

DREi =
∥∥∥Ri − R̃i

∥∥∥2

,∀ i ∈ l1l2, (6.6)

where, Ri and R̃i denote true and reconstructed data vectors at the ith location. There-

fore, {DREi}l1l2i=1 gives us a DRE map which has the same size as the image representing

in a band. Figure 6.8 and 6.9 show the DRE maps for the Data-1 and the Data-2,

respectively, considering a noise variance of σ2 = 0.1 in the data. It can be observed

from the figures that the DRE at each location as well as the average error and their

standard deviation are drastically reduced using the proposed approach when compared
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Figure 6.5: Plots showing the spectral bands versus ground truth endmem-
bers reflectance: (a) Renyolds tunnel sludge sm93-15.29328, (b) Green slime sm93-
14a.28199, (c) Cyanide potassium ferro.28065, (d) Plastic grnhouse roof gga-54.28462,
(e) Montmorillonite benzen.28220, (f) Cyanide zinc k 1.28013, and (g) Ammo-
nium chloride gds77.27373.
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Figure 6.6: Ground truth abundances of Data-1. Abundance maps of (a)
Renyolds tunnel sludge sm93-15.29328, (b) Green slime sm93-14a.28199, (c)
Cyanide potassium ferro.28065, (d) Plastic grnhouse roof gga-54.28462, (e)
Montmorillonite benzen.28220, (f) Cyanide zinc k 1.28013, and (g) Ammo-
nium chloride gds77.27373.
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Figure 6.7: Ground truth abundances of Data-2. Abundance maps of (a)
Renyolds tunnel sludge sm93-15.29328, (b) Green slime sm93-14a.28199, (c)
Cyanide potassium ferro.28065, (d) Plastic grnhouse roof gga-54.28462, (e)
Montmorillonite benzen.28220, (f) Cyanide zinc k 1.28013, and (g) Ammo-
nium chloride gds77.27373.
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to the state-of-art approaches. Here the average errors and their standard deviations

are computed from the respective DRE maps. This shows that our unified framework

for complete spectral unmixing performs significantly better. These DRE calculations

use the estimated number of endmembers in the scene which in our case is verified by

carrying out a sensitivity analysis. The total error computed by using the DRE map is

utilized as the feedback mechanism in our iterative bootstrapping approach.
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Figure 6.8: DRE maps for Data-1 at σ2 = 0.1: (a) using VD [79]+VCA [102]+FCLS
[122], (b) using HySime [80]+MVC-NMF [111], and (c) using the proposed IB approach.
The average errors and standard deviations are mentioned on the top of each figure.

(0.0160, 0.0006)

 

 

20 40 60 80 100 120 140 160

50

100

150

200

250
0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

0.05

(a)

(0.0282, 0.0054)

 

 

20 40 60 80 100 120 140 160

50

100

150

200

250
0.01

0.02

0.03

0.04

0.05

0.06

(b)

(0.0137, 0.0003)

 

 

20 40 60 80 100 120 140 160

50

100

150

200

250

0.01

0.015

0.02

0.025

0.03

(c)

Figure 6.9: DRE maps for Data-2 at σ2 = 0.1: (a) using VD [79]+VCA [102]+FCLS
[122], (b) using HySime [80]+MVC-NMF [111], and (c) using the proposed IB approach.
The average errors and standard deviations are mentioned on the top of each figure.

A crucial point in the spectral unmixing is to ensure the correct number of endmem-

bers within the scene. Hence, to verify the performance of the proposed approach, we

conducted the sensitivity analysis at different noise levels in the data and by increasing

number of endmembers. This analysis tests the competence of our algorithm in obtain-

ing accurate estimate of number of endmembers, i.e., ê. This is done by incrementing
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Figure 6.10: Sensitivity analysis for increasing number of endmembers at a noise level of
σ2 = 0.1: The plot showing the graph of number of endmembers versus average mean-
squared error. Note that the errors for both the data cubes are combined and displayed
in the same graph. A constant value of 0.0263 for e ≥ 7 using the proposed approach
indicates that there are seven endmembers in the dataset, that matches with the true
value. The use of the state-of-art approaches also resulted in a similar trend though incur
higher reconstruction error.

the number of endmembers e starting from a least number, i.e., 1, and measuring the

mean-squared error between the true and reconstructed data using different approaches.

In Figure 6.10 we display the plot of number of endmembers versus the average error for

the two datasets at σ2 = 0.1. Here the error is computed as mean of squared difference

between the true and reconstructed data for each hyperspectral data cube and the two

values are average out. It can be seen from the figure that for e = 7, the error has a

minimum value of 0.0263 for the proposed method, and it remains constant there after

indicating that there are seven spectrally distinct signatures present in the data. This

number exactly matches with the ground truth validating the correctness of our approach

in extracting the number of endmembers which is clearly evident from Figure 6.4. One

may also observe that our approach has the least reconstruction error.

The execution time of an algorithm constitutes an important parameter in many of the

remote sensing applications. Hence, the time complexity of the different algorithms are

now compared in terms of the total processing time for the complete spectral unmixing.

The individual execution times in the standard chains are added to compute their total
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time for complete unmixing. For the proposed IB approach time taken till the convergence

represents the total time. In Table 6.2 we give the processing time expressed as the

averages over processing times for Data-1 and Data-2 for different approaches. We observe

that the time complexity of the proposed approach is almost similar to the approaches

based on the standard chains. However, the advantage of the proposed approach lies in

blind decomposition of the data with a greater accuracy using only the hyperspectral data

captured at different times. The proposed unified framework can easily be implemented

on a GPU based hardware using the data-partitioning strategies [165] in order to speed-up

the computations.

Table 6.2: Processing Time for Complete Spectral Unmixing of the Data-1 and Data-2
Averaged over different noise levels. Algorithms are run on a Desktop PC with Intel R©
CoreTM i5-3210M CPU at 2.5 GHz with 4 GB of RAM.

Algorithms Time
(in minutes)

VD [79]+VCA [102]+FCLS [122] 5.0020
HySime [80]+MVC-NMF [111] 6.4780

proposed IB 6.9142

After completing the coarse level analysis, we now turn to more refined analysis of

results in terms of accuracy in estimating individual unmixed components which include

endmembers and abundances. In order to do the same we again consider data with

different noise levels. We first compare the performance of various methods on endmember

extraction followed by their abundance estimation which is done by comparing them with

their ground truths. Figure 6.11 shows the plots of the spectral bands versus ground

truth as well as estimated endmember values using different approaches by considering

a noise variance of 0.1 in the data. From the plots shown, it is clear that the estimated

endmembers differ from their true values. However, a close examination reveals two

important distinctions between the estimated endmembers of the proposed and other

approaches. Firstly, one may notice that the plots of ground truth and that of estimated

by using the MVC-NMF approach differ significantly. This is clearly visible in Figure 6.11

(a) for an endmember plot of Renyolds tunnel. Secondly, even though the result due to

VCA closely follows the ground truth, the plots of proposed approach are almost overlaid

on the ground truth, indicating that the proposed approach outperforms other methods

in estimating the endmembers. This is due to the fact that the proposed approach
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restricts the solution space of the endmembers by making use of the same scene data

captured at different times. This together with the better estimates of abundances by

using bootstrapping results in better estimate of endmember values. Note that the results

shown in Figure 6.11 are derived using the Data-1 for VCA as well as MVC-NMF, but,

the proposed approach results are due to the usage of both Data-1 and Data-2. Similar

results were obtained while using the Data-2 for the other methods which are not shown

here.

Next we compare our results for the accuracy of estimated abundances. The abun-

dance maps estimated using different approaches are shown in Figure 6.12 and 13 for

the same noise variance of 0.1. Since the MVC-NMF approach uses the FCLS method

to estimate the abundances, we display the same set of abundances for both these ap-

proaches for Data-1 in Figure 6.12 (a) to Figure 6.12 (g), and for Data-2 in Figure 6.13

(a) to Figure 6.13 (g). The abundances estimated using the proposed method are shown

in Figure 6.12 (h) to Figure 6.12 (n), and Figure 6.13 (h) to Figure 6.13 (n) for the two

datasets. The maps shown using our approach indicate that their spatial distribution is

consistent and closer to the the respective ground truth abundance maps (see Figure 6.6

and Figure 6.7) when compared to the other approaches. This is because the proposed

approach uses the MAP approach combined with IB that makes it to better handle the

ill-posedness in the problem.

Our results on the endmember extraction and abundance estimation are now com-

pared with the other approaches using different quantitative measures. For this the

following quantitative measures: root mean squared error (RMSE) [106], spectral angle

mapper (SAM) [107] and spectral information divergence (SID) [108] are used. The re-

sults on estimated number of endmembers ê are compared with VD [79] and HySime

[80] methods. The comparison of the proposed approach for estimated endmembers M̂

are shown with the VCA [102] and MVC-NMF [111] approaches while FCLS [122] and

MVC-NMF [111] approaches are used in comparing the results of abundance estimation

Â. Errors are computed between the ground truths and the estimated values using the

different approaches. Lower values for all the measures indicate better performance. We

would like to mention here that the quantitative comparisons are carried out separately

for each data cube at increasing noise levels. Due to limited space the comparison is

shown for only two noise levels. For a noise variance of σ2 = 0.01, these measures are
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Figure 6.11: Plots showing spectral bands versus estimated endmember re-
flectance for Data-1 with the noise variance of σ2 = 0.1. Estimated endmem-
ber signature of (a) Renyolds tunnel sludge sm93-15.29328, (b) Green slime sm93-
14a.28199, (c) Cyanide potassium ferro.28065, (d) Plastic grnhouse roof gga-54.28462,
(e) Montmorillonite benzen.28220, (f) Cyanide zinc k 1.28013, and (g) Ammo-
nium chloride gds77.27373. Note that the results are derived using the Data-1 for VCA
as well as for MVC-NMF. The figure also has the plots of ground truth signatures for
the comparison purpose. One can see that plots of the proposed method almost coincide
with the corresponding ground truth plots.

tabulated in Tables 6.3 and 6.4 for Data-1 and Data-2, respectively. Similarly for a noise

variance of σ2 = 0.1, they are listed in Tables 6.5 and 6.6 for the two datasets. Observe

that the quantitative measures in Tables 6.3 and 6.4 for endmembers M̂ are the same

for the proposed approach. This is because our approach uses both the datasets for esti-

mating the endmembers. This is equally applicable to Tables 6.5 and 6.6 for the results

on endmember extraction. Note that the scores are averaged over the pixel locations of
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Figure 6.12: Abundance maps estimated using different approaches at a noise level of
σ2 = 0.1 in the Data-1: Abundance maps estimated using (a-g) FCLS [122]/MVC-
NMF [111] approaches, and (h-n) proposed IB approach. These abundances correspond
to the endmembers of Renyolds tunnel sludge sm93-15.29328 (a,h), Green slime sm93-
14a.28199 (b,i), Cyanide potassium ferro.28065 (c,j), Plastic grnhouse roof gga-54.28462
(d,k), Montmorillonite benzen.28220 (e,l), Cyanide zinc k 1.28013 (f,m), and Ammo-
nium chloride gds77.27373 (g,n). Visual inspection of the maps indicate that the abun-
dances estimated using the proposed approach are consistent and closer to the ground
truth maps (see Figure 6.6) when compared to the other approaches.

the data, for the abundances corresponding to each endmember. For instance, for Reny-

olds tunnel, the RMSE is calculated at each pixel location between its ground truth and

the estimated abundances using different approaches, and the average value is obtained

using these. From the tables one can see that the proposed approach improves the com-

plete spectral unmixing of the data when compared to the other approaches. We see that
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Figure 6.13: Abundance maps estimated using different approaches at a noise level of
σ2 = 0.1 in the Data-2: Abundance maps estimated using (a-g) FCLS [122]/MVC-
NMF [111] approaches, and (h-n) proposed IB approach. These abundances correspond
to the endmembers of Renyolds tunnel sludge sm93-15.29328 (a,h), Green slime sm93-
14a.28199 (b,i), Cyanide potassium ferro.28065 (c,j), Plastic grnhouse roof gga-54.28462
(d,k), Montmorillonite benzen.28220 (e,l), Cyanide zinc k 1.28013 (f,m), and Ammo-
nium chloride gds77.27373 (g,n). Visual inspection of the maps indicate that the abun-
dances estimated using the proposed approach are consistent and closer to the ground
truth maps (see Figure 6.7) when compared to the other approaches.

the ê is correct for all the approaches as shown in the tables. However the performances of

the different approaches differ for endmembers and abundances estimation. As far as the

endmember extraction is concerened, the proposed iterative approach outperforms the

existing algorithms in terms of RMSE, SAM as well as SID. The errors in the abundance

estimation are also greatly reduced due to the improved estimation of endmembers in



6.6 Conclusions 117

our approach. The better M̂ and Â result in significant error reduction in RMSE as seen

from the tables.

In our approach of endmember extraction, we use the entire dataset while the other

approaches in the literature extract endmember matrix separately for each data cube.

Hence, we now show the comparison when the entire dataset is used in these methods for

extracting endmembers. We carry out an experiment wherein both the data cubes are

combined and are used to estimate the endmembers in other approaches. Table 6.7 shows

the comparison in terms of average error scores where the endmembers are estimated from

a combined data, i.e., combining the Data-1 and Data-2. Our proposed algorithm better

restricts the solution space by utilizing the temporal characteristics along with the spatial

and spectral information.

Finally, an additional cross-check is done on the accuracy of estimated unmixed com-

ponents. For this purpose, we compute relative power of the components which are

orthogonal to the identified endmembers [80]. The calculations are carried out using the

obtained value of e = 7. To do this, we evaluate
∥∥∥M̂⊥

e
r̃
∥∥∥2

/ ‖r̃‖2 ,∀r̃, where, M̂⊥
e

has the

columns orthogonal to the M̂, and r̃ is the reconstructed data vector from the entities

estimated using different approaches. For a noise variance of σ2 = 0.1 in Data-1, the

relative power maps for VCA [102]+FCLS [122], MVC-NMF [111] and for the proposed

approach are shown in Figure 6.14 (a), (b) and (c), respectively, and the same are dis-

played in Figure 6.15 for the Data-2. Since the power is computed at each pixel, the size

of these maps are same as size of each band-image, i.e., 256×175 pixels. Since the relative

powers in this case indicate incoherence between M̂ and r̃, we expect the resultant maps

differ significantly from the scene data. It can be seen from the Figure 6.14 and Figure

6.15 that the maps do not show the scene details ensuring the correctness of the identified

endmember matrices by our approach as well as by the other approaches.

6.6 Conclusions

We presented a novel algorithm for simultaneously solving for the three mixing compo-

nents of a hyperspectral data. The number of endmembers is found by initializing it with

a lower bound provided by the orthogonal decomposition of data covariance matrix, and

increasing it until to satisfy the least-squared error criterion. The data reconstruction
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Â

ar
e

th
e

es
ti

m
at

ed
en

d
m

em
b

er
m

at
ri

x
an

d
ab

u
n
d
an

ce
m

ap
s,

re
sp

ec
ti

ve
ly

.
T

h
e

sc
or

es
ar

e
ca

lc
u
la

te
d

b
et

w
ee

n
th

e
gr

ou
n
d

tr
u
th

an
d

th
e

es
ti

m
at

ed
va

lu
es

u
si

n
g

d
iff

er
en

t
ap

p
ro

ac
h
es

.
T

h
e

sc
or

es
fo

r
Â
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Table 6.7: Average error scores for endmember extraction on the combined data with
additive Gaussian noise σ2 = 0.1.

Endmembers M̂
Algorithm Renyolds Green Cyanide Plastic Montmorillonite Cyanide Ammonium

tunnel slime potassium grnhouse benzen zinc chloride
RMSE [106]

VCA [102] 0.9451 1.4144 1.5470 1.4013 1.4948 1.5328 1.8532
MVC-NMF [111] 1.8432 2.4324 2.4324 2.6553 3.4347 2.7058 2.5649

proposed 0.0118 0.0093 0.0097 0.0086 0.0162 0.0058 0.0071
SAM [107]

VCA [102] 7.1542 3.4387 3.3245 3.3591 3.4591 2.4325 2.4501
MVC-NMF [111] 9.3212 4.0324 5.5435 6.4545 5.3543 3.4513 3.3455

proposed 5.9822 1.8220 1.3004 1.2745 1.8016 0.6345 0.6441
SID [108]

VCA [102] 3.1244e−05 2.2324e−05 2.3535e−05 2.4561e−05 5.2356e−05 2.5951e−05 2.3539e−05

MVC-NMF [111] 4.2201e−03 3.0942e−03 4.2234e−03 4.2234e−03 6.3434e−03 3.4532e−03 4.3659e−03

proposed 3.2612e−06 2.1849e−06 2.1749e−06 2.3749e−06 5.7873e−06 2.7688e−06 2.1945e−06
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Figure 6.14: Relative power maps for Data-1 at σ2 = 0.1 using (a) VCA [102]+FCLS
[122], (b) MVC-NMF [111], and (c) proposed IB.
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Figure 6.15: Relative power maps for Data-2 at σ2 = 0.1 using (a) VCA [102]+FCLS
[122], (b) MVC-NMF [111], and (c) proposed IB.

error is used in iterative bootstrapping framework resulting in optimal spectral unmixing

of the given dataset. Simulation results conducted on synthetic dataset constructed us-

ing the real hyperspectral signatures and using different levels of additive white Gaussian
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noise in the dataset demonstrate the effectiveness of the proposed algorithm when com-

pared to the standard processing chain incorporating the state-of-art approaches. The

proposed methodology has an additional advantage of performing the spectral unmixing

of multi-temporal data in a single chain of processing as well as serves as a basis for

change detection in a hyperspectral scene based on the variations in the estimated abun-

dances over a period of time. Future work involves further testing the proposed algorithm

on real multitemporal hyperspectral datasets as well as implementing on the graphical

processing unit (GPU) for real-time applications.



Chapter 7

Conclusions and Future Research

The spectral unmixing is the decomposition of the hyperspectral data into its constituents,

i.e., number of endmembers, their signatures and corresponding abundances. In this

thesis, we have proposed new approaches for abundance estimation, i.e., unmixing, end-

member extraction and the complete spectral unmixing that includes estimation of all the

three entities. We use a linear mixing model for representing the hyperspectral data. Our

work introduced novel methodologies to perform the unmixing by considering the error in

both the data and endmembers under the TLS-Tikhonov regularization framework. We

next proposed an MAP-dHMRF approach in order to accurately estimate the abundances

and to overcome the ill-posedness in the unmixing. We then presented a novel algorithm

for band-wise endmember extraction which is fast and provides an accurate solution for

endmembers. Finally, a unified methodology for the complete spectral unmixing is pro-

posed. Here, we make use of our band-wise endmember extraction algorithm and the

concept of bootstrapping. The theoretical analysis and the geometric illustrations are

provided to show the effectiveness of the proposed approaches. The methods are val-

idated by conducting experiments on the synthetic data as well as real data captured

using satellite sensors. The unmixing approaches are tested on real AVIRIS Cuprite and

AVIRIS Indian Pines data, and the complete spectral unmixing is tested on the synthet-

ically generated data constructed using the real hyperspectral signatures available at the

USGS spectral library. Our sensitivity analysis validates the performance of the proposed

approaches under different parameter setting.

Following are the major observations drawn from this work.

1. Regularization framework is an effective way to perform the unmixing. In this case,

suitable priors can be chosen to improve the solution when the data is noisy.

122
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2. Knowing the endmembers, solving for the abundances is an ill-posed problem due

to noise and outliers in the data, ill-conditioning of the endmember matrix and

variations among the abundances. One may use the Bayesian framework in order

to make the problem better-posed.

3. Random field based modeling of the abundances across the spectral range of the

data gives greater flexibility to capture the underlying variations in the mixing

proportions at each location of the scene, i.e., within an IFOV of the sensor. One

of the approaches for estimating the model parameters can be of using an initial

estimate from the data.

4. Endmembers can be effectively extracted using information present in the corre-

sponding bands of the data. Integrating the temporal characteristics with the spa-

tial and spectral information in the data increases the accuracy of the endmember

extraction.

5. Additional information provided by the multi-temporal data can be used to si-

multaneously solve for identifying number of endmembers, their signatures and

corresponding abundances. The bootstrapping mechanism with the positive feed-

back in terms of the data reconstruction error can be used to iteratively obtain the

simultaneous solution in a single algorithm.

Future research lines

Although our work introduces many new approaches for hyperspectral data decom-

position, one may consider the following future directions for further improvements.

• In our work, we have considered homogeneity and heterogeneity of abundances

across the spectral space of the data. One can consider the same over the spatial

locations as well. It would also be of interest to consider small regions in a scene

for estimating the endmembers and abundances.

• Our work on the band-wise endmember extraction can be more generalized to ac-

count for variability in the endmembers as may happen over relatively long period

of time.
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• The proposed iterative bootstrapping algorithm can be further validated on real

multi-temporal datasets acquired over a period of time across the same region.

• Most of the mixing models use the independent and identically distributed (IID)

Gaussian noise. In practice, the noise may be dependent on many other factors

such as atmospheric conditions, etc. Use of non-Gaussian noise may be of interest

to be included while modeling the hyperspectral data.

• A better model represents the pixel intensities based on the flight parameters, sensor

view, reflectance properties of the objects such as albedo can be considered in the

image formation model to better characterize spectral properties of the materials.

• Generalize the proposed spectral unmixing approaches to include the possible non-

linearities in the mixing. Nonlinear mixing models with model parameter estimation

by considering the non-Gaussian noise would also be of interest. It is a challenge

to model the nonlinear mixing phenomenon, estimate their model parameters and

obtain faster solutions.

• Many of the approaches used in the unmixing are iterative. A real-time implementa-

tion of the complete spectral unmixing would be useful in many of the applications.

The hardware implementation of the proposed approaches is an interesting avenue,

particularly on the graphical processing unit (GPU) which are used in the space

applications.
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