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Abstract

Miniaturized Multiband antenna design is an important and challenging task for

communication industry. Several constraints like size, position of the antenna, fea-

sibility, reflection coefficient, Specific absorption Rate (SAR), make it more difficult

to design a multiband antenna. Current trend suggests that one device (Mobile,

Tablet PCs etc.) should cover multiple communication applications (Like GSM,

LTE, Bluetooth, Wifi etc.). It implies that antenna design should not only satisfy

the constraints but also cover wide multiband range. In this research work, design,

analysis and measurement of fractal antennas, are carried out, for such multiband

applications. Revised cantor geometry is proposed for antenna design, which pro-

duces more than 5 resonances in second iteration only (feasible design). The three

dimensional Finite Difference Time Domain (3D-FDTD) Method is used for an-

alyzing the reflection coefficient of the antenna. Revised cantor geometry based

compact, low profile LTE fractal antenna is proposed here, for Mobile and Tablet

PC applications. The proposed antenna is appropriately covering several wireless

applications, including LTE 1.7-1.8 GHz band, 2.3 GHz, 2.6 GHz and 2.9 GHz ap-

plications, WLAN 2.4 GHz and 5.8 GHz applications, GSM, UMTS, DCS, ZigBee,

PCS, applications. This antenna is designed and analyzed using MATLAB code

based on 3D FDTD method. Antenna finger dimensions are optimized using obser-

vations in MATLAB and CST Studio Suite. Radiation Patterns show, for all the

observed frequencies, Directivity between 7.72 dBi to 8.17 dBi and Radiation Effi-

ciency, within the range of -0.98 dB to -1.95 dB. Experimental reflection coefficient

results present accurate matching with theoretical results. Theoretically analyzed

SAR is less than 1.6 W/kg for 10 g tissue, without mobile circuitry. SAR reduction

technique is also been presented.

In addition to this, fractal antenna on substrate with high dielectric constant, fractal

antenna array design and integrated antenna designs, are also studied, as part of

this work.
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Chapter 1

Introduction

In this chapter, flow of the thesis is summarized. Antenna design is not a new topic

but multiband antenna design for Mobile and Tablet PCs, is indeed, a new and

challenging topic of research today. Motivation behind this research work is, this

challenging task only. Increasing number of communication standards has leaded

the antenna researchers to optimize the antenna designs for multiband applications.

Nowadays several communication equipments are available in the market but very

few are providing services in all communication standards. The main reason is that,

for multiple communication applications, device needs to operate at multiple res-

onating frequencies. Therefore antenna designs which can provide multiband appli-

cation capability with good radiation efficiency and less SAR are much needed. So as

an antenna design is proposed in this work, is a better solution in this environment.

The design approach and complete processes are explained in individual chapters

according the objective and the flow. Every chapter in this work is connected to

other chapters. This brief introduction will make those connections explicit, to the

readers. It all starts from Electromagnetics waves and their behavior [1], but not

everything could be included here in this thesis. Only specific concepts related to

this work are incorporated in this thesis but readers are encouraged to go through

references as and when required for detailed theories or backgrounds of the work.

1



CHAPTER 1. INTRODUCTION 2

1.1 Chapter 2

In chapter 2, the fundamental concepts and design guidelines for Microstrip Antenna

are given. Objective of this research work revolves around multiband antenna design.

So as fractal antenna concept is utilized. Fractal antenna designs are capable of

producing multiple resonances. There are several fractal geometries on the earth.

Only Sierpinski Gasket and Cantor Geometries are elaborated here in this chapter.

These two are used mostly for antenna design. Cantor based geometry is simpler

to design and fabricate, due to rectangular geometry. Revised cantor geometry is

explained towards the end. This revised cantor based antenna design is the key for

further antenna designing in this work.

1.2 Chapter 3

Main design and analysis portion starts in this chapter. The revised cantor geome-

try, which is explained in Chapter 2 is utilized here for antenna design. The main

objective of this chapter is to show capability of revised cantor geometry in pro-

ducing multiple resonances with less complex and easy to fabricate antenna design.

The FDTD and FIT techniques are utilized to analyze the antenna designs. Ob-

servations show that FDTD based MATLAB code is a good alternative to validate

the antenna performance parameters. A comparative analysis is presented between,

results produced by FDTD and FIT.

1.3 Chapter 4

This chapter is the product of this work. A revised cantor geometry based frac-

tal antenna design is proposed in this chapter, which is suitable for most of the

communication standards, used in today’s world. Initially design aspects of this

antenna are discussed. Revised cantor antenna design begins with Microstrip feed,
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and ground plane size. Substrate size is chosen approximately equal to the standard

size, used in mobiles for back PCB. An algorithm is presented for revised cantor

based antenna design. Observations on effects of modification in finger heights are

provided in second sub section. On the basis of observations from initial sections,

complete antenna design is created in the final part of initial section. Afterwards,

Simulated and measured results are compared in next three sections. Now the main

performance parameters of Mobile/Tablet antenna, SAR and Radiation Pattern are

analyzed in the end. For SAR analysis a prototype is constructed for Mobile/Tablet.

1.4 Chapter 5

This chapter is containing research work, which is done during the current research

work and maybe extended further. In the first section, an important enhancement

is shown for multiband antenna design. Fractal antenna, itself yields multiband

characteristics, and if substrates with high dielectric constant are added in the de-

sign, then antenna resonances are increased drastically. In the next section, fractal

antenna array design is explained, which is an extension of the current research

work. In the final section, study of integrated antenna design is presented which

is an important and challenging topic nowadays. Antenna designs with RF signal

processing circuits is always beneficial. Instead of designing two different RF com-

ponents (antenna, filter etc.), researchers have started building antennas which can

incorporate passive and active circuit components (or their characteristics), like Ca-

pacitors, Diodes, etc., along it.

Appendices A elaborates the fundamental concepts related to Antenna Design and

Numerical Modeling in Electromagnetics B. Maxwell’s equations are well defined

and the most important tool in any electromagnetic design. So as Maxwell’s equa-

tions are explained in this appendix. To understand Maxwell’s equations, one need

to understand some other fundamental concepts also, those are explained in the ini-

tial part of the appendix. Appendix B is utilized to explain the numerical modeling
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in electromagnetics. Before designing any antenna in any commercially or freely

available simulation tool, one needs to understand the concept of numerical tech-

niques, working in the background of the tool. Taking this into account, two mostly

used, numerical techniques in electromagnetics are presented with their mathemati-

cal explanation. The Finite Difference Time Domain Method, FDTD and the Finite

Integration Technique, FIT are the two. In this work FDTD based MATLAB code

is written and utilized for antenna design and analysis. Results obtained in MAT-

LAB are consistently validated with CST Studio Suite, a commercially available

tool. CST works on FIT majorly. To begin, fundamentals of electromagnetics are

provided in first section. All the concepts, required to understand mathematical

definitions in FIT and FDTD, are provided in this initial section. FDTD imple-

mentation related parameters are explained in Chapter 3 and 4. But, to properly

implement those parameters, content of this chapter is a must, to be understood,

prior to implementation.



Chapter 2

Fractal Microstrip Antenna

Microstrip Antenna is a technology, which changed the path of antenna design,

dramatically. It has attributes of low profile, low cost and lower fabrication time.

These attributes are leading this innovation current scenario. Initially single or dual

microstrip antenna design for sufficient, but nowadays communication standards

have increased which makes a necessity for multiband antenna design. This is where;

fractal antenna design comes in the picture.

2.1 Microstrip Antenna

A Microstrip antenna is basically a conductor printed on top of a layer of substrate

with A backing ground plane as shown in figure 4.2. The length of the radiating

conductor or patch is made approximately λg
2

, so the patch starts to radiate. In

chapter 5, in all the designs of the Microstrip antenna, the patch will be fed by a

Microstrip transmission line, which usually has a 50Ω impedance. The antenna is

usually fed at the radiating edge along the width W as it gives good polarization,

however the disadvantages are the spurious radiation and the need for impedance

matching [2]. This is because the typical edge resistance of a Microstrip antenna

ranges from 150Ω to 300Ω [3].

The design of a Microstrip antenna begins by determining the substrate used for the

5
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Figure 2.1: Microstrip Antenna

antenna and then the dimensions of the patch. Due to the fringing fields along the

radiating edges of the antenna there is a line extension associated with the patch,

which is given by the formula [4]:

∆L

h
= 0.412

[
εeff + 0.3

εeff − 0.258

][W
h

+ 0.264
W
h

+ 0.813

]
(2.1)

The effective dielectric constant εeff due to the air dielectric boundary is given

by [4]:

εeff =
εr + 1

2
+
εr − 1

2

[
1 +

10h

W

] 1
2

(2.2)

The resonant frequency can be estimated by using the formula [3]:

fr =
1

2
√
µ0ε0 (L+ 2∆L)

√
εeff

(2.3)

Here,

εeff = Relative dielectric constant
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ε0 = Permittivity of free space

µ0 = Permeability of free space

∆L = Line extension

By choosing the substrate, the width and length of the patch can be estimated. An

initial approximation for the length can be made for a half wave Microstrip antenna

radiated by the formula:

L = 0.48λg (2.4)

Where,

λg =
c

fr
√
εr

(2.5)

The width (W) is usually chosen such that it lies in the ratio, L < W > 2L for good

radiation characteristics, if W is too large then higher order modes will move closer

to the design frequency.

2.2 Fractal Antenna

French mathematician B.B. Mandelbrot, during 1970s, presented a theory of fractals

[8, 9]. This was the beginning for antenna researchers to start thinking about it.

His research was, on several naturally occurring irregular and fragmented geometries

[8]. The word ”Fractal” is derived from, Latin word, ”fractus” (fangere as a verb)

which means ”To break”. Some fractal geometries are shown in Figure 2.2. There

Figure 2.2: Fractal Geometries in Nature
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are many fractal geometries like, Sierpinski Gasket, Carpet, Koch Curves, and Can-

tor fractal geometries etc. that are used for planar antenna design [7]-[32]. Most

surveyed and explained geometry, in literature, is Sierpinski gasket geometry. So as

initially Sierpinski geometry is studied. This geometry is a bit complex geometry

and has limitations on producing large number of resonating bands. This provided

motivation to work on cantor fractal geometry, which is simpler in comparison to

all other fractal geometries, and provides more number of resonating bands over a

wide range of frequencies.

2.2.1 Sierpinski Gasket antenna

This is one of the most explored and utilized geometry for multiband antenna design

due to its small size [10]-[16]. This geometry is generally designed with decompo-

sition of equilateral triangles by using mathematical transformations as shown in

Figure 2.3 [10]. This geometry can be used for antenna design in three differ-

Figure 2.3: Sierpinski Gasket Geometry: Decomposition Approach

ent forms as Monopole, Dipole and Microstrip patch antenna as shown in Figure

2.4 [10, 11, 12]. The self-similar current distribution on these antennas causes its

multi-band characteristics [13]. By perturbing the geometry the multi-band nature

of these antennas can be controlled [14]. Variation of the flare angle of these ge-

ometries changes the band characteristics of the antenna [16]. The lower resonant

frequencies of the antennas remain unperturbed by the increase in the iteration or-

der in Decomposition approach. The lowest resonance corresponds to the largest
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Figure 2.4: Sierpinski Gasket Antenna

triangle, which remain the same in all cases. A characteristic shift in resonance

occurs, towards the lower side, as the angle is increased [13, 14]. Changing the

Sierpinski gasket geometry by increasing fractal iteration does not alter the antenna

characteristics significantly, especially at the lower resonant frequencies but at high

frequencies, shifts in resonances are significant.

2.2.2 Cantor and Revised Cantor Geometries

Cantor based geometry is used for this research work for designing multiband anten-

nas. Major reason for choosing this geometry is its simpler iterations in comparison

to other geometries. It has rectangular strip structure. Cantor and Revised Can-

tor Geometries are iterative geometries. Iteration functions are also very simple, to

calculate the iterative geometry points. An initiator is used as base of the struc-

ture. Initiator is then divided into segments according to Iteration Function System

[42, 7, 29]. The process is repeated to obtain next iterations.

Cantor Geometry

An initiator of height H and width W is used to form a self similar object known

as Cantor Set. Partitioning of the initiator (K0) provides three non overlapping

segments with the removed middle segment. This procedure is repeatedly used for

generation of consecutive iterations. Cantor fractal iterations are shown in Figure

2.5.
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(a) Initiator (b) First Iteration

(c) Second Iteration

Figure 2.5: Cantor Fractal Geometry

Iteration Function System (IFS), represented by self affine transformation, is

used to describe it [42, 29]. The transformation of initiator into iterative layer is

represented in matrix form as:x
y

 = wi

x
y

 =

ai bi

ci di


︸ ︷︷ ︸

T

x
y

+

ei
fi

 (2.6)

Here, (x, y) represents the coordinates of the transformed layer. (x, y) represents the

coordinates of initiator (K0). ai, bi, ci, di, ei and fi are the transformation coefficients.

T is the transformation matrix. The IFS coefficients for Cantor set geometry are

presented in Table 2.1.

Table 2.1: IFS TRANSFORMATION COEFFICIENTS FOR CANTOR SET GE-
OMETRY

wi ai bi ci di ei fi

1 0.3 0 0 1 0 0

2 0.3 0 0 1 0.6 0

The generation of Cantor set geometry on the basis of IFS, given in Table 2.1,

is shown above. All the segments are of the same dimensions, generated in the
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same iteration. A fractal antenna based on Cantor fractal technique has multiband

characteristics due to self similar shape [42, 29].

Revised Cantor Geometry

Revised Cantor geometry is proposed in this work and is published, in [24]. Initially

the initiator (K0) of height H and width W is transformed into the first layer of

iteration. First layer represents initiator subdivided in three segments. Height and

width of starting segment are H and W
4

respectively. Middle segment is removed.

Last segment is of height H and width W
2

. This process is then repeatedly applied on

the initiator to obtain consecutive layers of the iterations. Cantor fractal iterations

are shown in Figure 2.6. This geometry is represented by new IFS coefficients. IFS

coefficients for this geometry are given in Table 2.2.

(a) Initiator (b) First Iteration

(c) Second Iteration

Figure 2.6: Revised Cantor Fractal Geometry along W

Table 2.2: IFS TRANSFORMATION COEFFICIENTS FOR REVISED CANTOR
SET GEOMETRY

wi ai bi ci di ei fi

1 0.25 0 0 1 0 0

2 0.5 0 0 1 0.5 0
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Previous revision is done along the Width, W. Next revision is done with respect

to height, H. First the initiator (K0 : Height of H, Width of W) is used as the base

of the geometry. The initiator is then subdivided into three segments with the

middle segment removed. Starting segment has height H and width W
4

while the

last segment has height of 2H and length of W
2

. The process is then repeated to

obtain consecutive layers of iterations. Multifractal Revised Cantor iterations are

shown in Figure 2.7.

(a) Initiator (b) First Iteration

(c) Second Iteration

Figure 2.7: Revised Cantor Fractal Geometry along W and L, both

Transformation is modified to represent this geometry. The transformation of

initiator into iterative layer is represented in matrix form as:x
y

 = wi

x
y

 =

ai bi

ci mi ∗ di


︸ ︷︷ ︸

T1

x
y

+

ei
fi

 (2.7)

Here, (x, y) represents the coordinates of the transformed layer. (x, y) represents

the coordinates of initiator (K0). ai, bi, ci, di, ei and fi are the transformation coef-

ficients. mi is the modification factor. T1 is the transformation matrix. Modified

IFS coefficients for this transformation are given in Table 2.3.
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Table 2.3: NEW IFS TRANSFORMATION COEFFICIENTS FOR MULTIFRAC-
TAL REVISED CANTOR SET GEOMETRY

wi ai bi ci di ei fi mi

1 0.25 0 0 1 0 0 1

2 0.5 0 0 1 0.5 0 2

Revised Cantor Geometry Based Antenna Design

The antenna iterations are constructed by putting consecutive multifractal iterative

geometries on the base iteration. The fractal revised cantor iterations, used for

antenna structure, are shown in Figure 2.8. Revised Cantor Geometry based antenna

design is elaborated in Chapter 3

(a) Initiator (b) First Iteration

(c) Second Iteration

Figure 2.8: Multifractal Revised Cantor iterations for Antenna

2.3 Conclusion of the Chapter

Main goal of this work is to design antennas for multiband applications, so as Fractal

geometries are explained. In accordance to that, antenna size and complexity are
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an also major issue, which is why Microstrip antenna design is also explained in this

chapter. These two concepts are utilized throughout this research work.



Chapter 3

Revised Cantor Geometry based

Antenna

Revised cantor geometry and basic antenna design concept are presented in Section

2.2.2. In this chapter, this fractal geometry is utilized for antenna design. FDTD

based MATLAB code and FIT based CST Studio Suite tool, are used for analysis of

the antenna design. Return loss is determined and compared for both the techniques.

FDTD and FIT techniques are elaborated in Sections B.1 and B.2.

3.1 Antenna Design

A fractal Microstrip antenna is developed on Teflon (Polyterafluoro-ethylene) sub-

strate with εr of 2.2. The conducting radiating revised cantor geometry based struc-

ture is mounted on the substrate. This substrate has ground plane on its bottom.

The ground plane has dimensions of 38.5 × 32 mm. Further research work on

Ground Plane and Microstrip Feed is explained in Section 4.1.2. An initiator of 36

× 2.1 mm is used to form the complete geometry. The size of initiator is chosen on

the basis of standard Microstrip line structure which has width of about 1.8 mm,

in general [2, 4]. The proposed fractal antenna, in [24, 25], is derived structure of

the second iteration of the cantor based antenna proposed by B. Manimegalai et

15
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al. [7]. The revised cantor based fractal antennas, in [24, 25] produce more than

5 resonances in their second iteration itself, while, cantor based antenna, needs at

least third iteration, for generating more than 4 resonances [7]. A Microstrip feed

line is used for exciting the antenna. Microstrip feed is 1.8 mm thick. The proposed

fractal structure is developed after a gap of 2.4 mm from the ground plane dimen-

sions vertically. The total height of the antenna is 59.6 mm. All the dimensions are

shown in the Fig. 3.1. The overall antenna structure is shown in Fig. 3.2.

Figure 3.1: Multifractal Structure

3.2 Analysis using FDTD

The Return Loss is an important parameter in the designing and development of an

antenna. Return loss shows the resonances of an antenna where the power is maxi-

mally transmitted or received. So it is necessary to analyze the reflection coefficient

with fewer amounts of error and efficient approximation. This purpose is achieved

by using numerical methods for modeling and simulation of an antenna. There are

several numerical methods available nowadays. In most of the cases an antenna is

modeled and simulated using one numerical method only. But the final reflection

coefficient of the antenna is validated when it is fabricated and tested practically.

Sometimes the reflection coefficient produced by simulation does not meet the reflec-

tion coefficient practically measured. Now the antenna cannot be fabricated again

and again to fulfill the requirements. So, one solution for this problem is proposed
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Figure 3.2: Antenna Structure

here. To validate the reflection coefficient produced by one numerical method, an-

other numerical method can be used. This provides less probability of mismatch

between the simulated and measured results. Thus to accomplish the task, two

numerical methods namely the Finite Integration Technique (FIT) and the Finite

Difference Time Domain (FDTD) method are used.

An antenna design, similar to the antenna shown in Figure 3.2 in previous section,

is developed with different dimensions as shown in Figure 3.3. This antenna design

is considering same dimensions for Substrate and Ground plane. Microstrip feed

dimensions and position, along the width of substrate, is also same. A MATLAB

Code based on 3D-FDTD approach is written and utilized for the design and the

analysis [34, 35, 43]. Time step ∆t of 3.3356 ps is used according to the Courant-

Friedrichs-Lewy (CFL) condition. Grid cell of 0.262 mm × 0.4 mm × 0.4 mm is

used. Antenna is excited by a gap signal source specified with a 50 Ω series source

impedance to simulate a real signal generator, and to reduce the number of time
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Figure 3.3: Multifractal Structure

steps, needed for convergence, as shown in Figure 3.4. Transient excitation for 7000

time steps, using a Gaussian derivative pulse, is utilized to calculate the wideband

results. The simulated reflection coefficient in MATLAB is shown in Fig. 3.5.

(a) Grid Cells

(b) Antenna Structure in MATLAB

Figure 3.4: Explicit View of Antenna in MATLAB



CHAPTER 3. REVISED CANTOR GEOMETRY BASED ANTENNA 19

Figure 3.5: Reflection Coefficient in MATLAB

3.3 Return Loss Validation using FIT

A commercially available simulator known as Computer Simulation Technology

(CST) Microwave Studio is used for the simulation. CST is basically working on

FIT B.1. CST gives a windows graphical environment to simulate any antenna.

Initially the antenna structure is modeled in CST then using hexahedral approach

simulation is performed. The modeled antenna structure is shown in Figure 3.6.

(a) Normal View (b) Perspective View

Figure 3.6: Antenna Structure by FIT

During FDTD analysis, Yee’s meshing scheme is utilized, which is basically hexa-

hedral cell type meshing scheme. To maintain similarity for comparison, hexahedral
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Frequencies in GHz S11(dB):FDTD S11(dB):FIT

2.4 -20.69 -20.71
3.3 -28.15 -43.53
5.2 -14.73 -22.20
5.8 -17.06 -36.85
8.5 -13.03 -25.10

Table 3.1: Comparison of resonance Points on S11 Plot after FDTD and FIT Simu-
lations; here frequencies are approximated

meshing is utilized in CST Studio also. Simulated reflection coefficient is shown in

Figure 3.7. As it is quite explicit that both FDTD and FIT based analysis pro-

Figure 3.7: Reflection Coefficient in CST

duces similar results. It validates the reflection coefficient of the developed antenna.

Comparison of the result with respect to the corresponding resonating frequencies

is shown in Table 3.1

3.4 Conclusion of the Chapter

Revised cantor geometry is proposed due to the fact that it produces more number

of resonances for its second iteration only. Objective of this work is not only, design-
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ing a multiband antenna, but also, reduction in size and complexity. So as Revised

cantor geometry provides a better choice because second iteration is less complex

and lower is the size, in comparison to the third iteration of the cantor geometry

based antenna design. This work is published in [25]. FDTD based code is also writ-

ten in MATLAB. Reflection coefficient of revised cantor geometry based antenna,

generated by this code, and is compared with a commercially available tool, CST

Studio Suite, which works on the principle of FIT. This work in published in [33].



Chapter 4

Mobile/Tablet Antenna Design

and Analysis

Antenna design for Mobile Application is an important research topic nowadays.

Main reason for this being difficult but attractive is the increased number of re-

quired resonating bands and their combined effects on humans. The antenna de-

sign, presented in this chapter, is mainly focused for Smart Phones and Tablet PCs.

Nowadays, single mobile or tablet needs to work on all the required communication

bands. These bands are mainly LTE, GSM and WLAN. There are several mobile

phones and tablets, which use multiple antennas to achieve this. When multiple an-

tennas are put on a single phone, they have interferences and several other problems,

like increased size, increased SAR, data lost conditions etc. So as researchers are

now moving towards single antenna solutions, which can work on all the required

bands [45]-[49]. There is literature, where a lot of research has been carried out

towards these objectives. There are many fractal geometries which have been used

for antenna designing as explained in Chapter 2. Self affinity has provided these

geometries popularity in antenna design 2.2. In this work, revised cantor based ge-

ometry is used for proposed antenna design, which is detailed in Section 2.2.2. The

main reason, behind choosing this geometry is that, it is simple to be fabricated and

22
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resonates on many bands according to finger length variations.

Design and analysis is done using Finite difference Time Domain (FDTD) method

3.2. 3D FDTD based code is written in MATLAB. As a part of this work is pre-

sented in [33]. In the work done by Dhoot et al., the code is compared with a

commercially available tool CST Studio suite [33]. In this work of [33], FDTD code

is not compared with any measured result. In this chapter, comparison of this code

is also presented, with measured reflection coefficient. FDTD method is the most

appreciated numerical method in computational electromagnetics, worldwide. It’s

versatile and broad range of applications, make it more suitable in electromagnetics

[34, 35, 43]. Effect of ground plane cannot be neglected. In [50]-[55], slotting and

shortening of ground plane is analyzed. In the work of Chen et al., ground plane

has been cut such that it increases the bandwidth of the mobile phone antenna [51].

This concept is utilized in this work too. Ground plane affects the shift in reso-

nances. Length of Microstrip Feed is 2.4 mm lengthier, in comparison to Ground

plane. This concept is used to make a resonance at 2.3 GHz, which is at center of

the entire LTE band of Mobile communication, 1.7 GHz to 2.9 GHz. Specific Ab-

sorption Rate (SAR) calculations for a mobile phone or tablet is a prerequisite for

telecommunication industry [56]-[61]. So as SAR calculations have been carried out

in this work. These calculations are done with the help of a commercially available

tool, CST Studio Suite [63]. In [64, 67], FDTD based SAR analysis is proposed to

design handset for reduced absorption in human head and hand. In [65, 66], effects

of distance of mobile from head is presented, which are considered in this work.

In [44, 45, 46], SAR effect is elaborated, when mobile circuitry is involved and not

involved. In this work, mobile circuitry is not been involved, so as SAR values are

moderate. If mobile circuitry is included then SAR will be reduced lesser. Ground

plane also affects the SAR. This is studied in [68], which is utilized in shortening

ground, in this work. In [47, 48, 49], LTE antennas are proposed but they are of

larger size and covering smaller bands. Antenna design, proposed in this work is

compact, easy to fabricate (substrate is FR4, which is easily available), low cost and
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low profile.

4.1 Design of the Proposed Antenna

There antenna design based on revised cantor geometry is explained in previous

Chapter 3. This design is used for developing a multiband antenna for Mobile and

Tablet PCs.

4.1.1 Ground Plane and Microstrip Feed

An algorithm is proposed as an extension to the work carried out in [24, 25]. This

algorithm suggests relative design of feed and ground plane. Ground plane dimen-

sions affect the resonances significantly [51, 54, 44]. The ground plane has been

shortened for resonances in the required frequency range. A feed line is created (1.8

mm×34.4 mm), using Microstrip feed, for the antenna. Feed effects on the resonance

are shown in [13]. Feed strip generates a resonance around 2.3 GHz, which is the

center frequency of our required range. Algorithm is as follows:

1. Calculate fcalculated = frequired-35 MHz.

Here, fcalculated and frequired, are in GHz.

2. Calculate λ = c
fcalculated

3. Define h = λ
4
.

4. Define Ground Height =̃ h

5. Define Feed Length =̃ h+1.4 mm.

This algorithm is based on the observations on feed length and ground size variations

of the revised cantor geometry presented in [24, 25]. Several observations for different

frequencies have been taken. One of the parametric observation graphs is shown in

4.1. For different subtracted frequencies also, different variations have been observed
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to conclude on the added value of 1.4 in h. Modifying the finger lengths affects

Figure 4.1: Parametric Observation

the resonances again, which needs to be tuned back. For initiating the geometry,

design at center resonating frequency, is a better approach. Feed and ground plane,

together, create a quarter wave monopole Microstrip antenna resonating at frequired.

This algorithm is an approximation for only revised cantor geometry.

4.1.2 Modification of Finger Heights

Modifications in the fingers’ lengths are used for optimizing the antenna resonances

in the second iteration of the proposed fractal antenna and reconstructing the frac-

tal antenna for multiband applications [24]. Fingers, flat rectangles, of antenna give

an opportunity to tune the resonances easily. Several observations have been taken

on finger lengths, in this work, to design the required antenna. The antenna struc-

ture is constructed on a substrate FR4 with εr=4.4. FR4 is a generally accepted

low cost substrate material, which is used for antenna printed circuit board. This

substrate is easily available in the market. The dimensions of substrate are 38.5
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mm×(max(h1,h2,h3,h4)+iteration length+34.4) mm. Here, iteration length is the

length of iterative geometry up to just bottom of the corresponding finger. For ex-

ample, if h1 is maximum then h1+2.1+2.1+34.4 mm is the height of the substrate

with iterative length of 4.2 (height of base+height of left partition of first itera-

tion). The ground plane (38.5 mm×32.0 mm) is placed below the substrate. The

conductor fractal geometry is placed just above the substrate. Microstrip line (1.8

mm×34.4 mm) is used for the feed of antenna. The base iteration is 36.0 mm×2.1

mm. Heights of the fingers are obtained from the fractal iterations. Other dimen-

sions are derivable directly from the antenna structure shown in Figure 4.2. There

Figure 4.2: Second Iteration of Multifractal Antenna Structure: All Dimensions are
in mm

are many parameters of antenna that affect the resonating frequencies or bands like

the dimensions and relative dielectric constant of substrate, ground plane, fingers

and many more. The fingers of fractal antenna have the major effect on the resonat-

ing bands. The effect of variation of the fingers is discussed in this work. Different

fingers affect different or same frequency bands. Increase or decrease in the finger

height affects the resonances. Four fingers are present in the structure proposed in
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this work. Because it is only the second iteration, it has four fingers, but by ana-

lyzing higher order iterations, one can increase the number of fingers. The second

iteration itself can be used to cover many frequency bands. Initially the effect of

first finger (h1) on the reflection coefficient of the antenna is shown in Figure 4.3.

As h1 is increased up to a height of 14.7 mm (7H), it increases the resonance in 2

GHz to 4.7 GHz band and decreases the resonance in 5.9 GHz to 6.8 GHz band.

But as it is increased more up to 33.6 mm (16H), it decreases the resonances in both

the bands. Thus h1 needs to be set around 7H to obtain good resonance in both

the frequency bands. Now, the height of the second finger (h2) is varied and the

Figure 4.3: Return Loss variation with h1

simulated reflection coefficient is shown in Figure 4.4. As can be observed from the

Figure that the increase in height of h2 up to 18.9 mm (9H) increases resonance in

2.0 GHz to 3.8 GHz band and does not affect the other resonances like in 5.9 GHz

to 6.9 GHz band and 9.7 GHz to 10.0 GHz band. But the further increase in h2 up

to 35.8 mm (17.05H) affects the lower band of 2.0 GHz to 3.8 GHz band. It reduces

the resonance in significant manner. Still, the other two bands are not affected

much with this further increase in the height of h2. These two phenomena have one

observation in common that the increase in the difference between h1 and h2 (or

mod(h1-h2)) should be around 6H-8H to maintain the resonance in 2.0 GHz to 4.5
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GHz band. This is an important observation and is used in next section. Effect of

Figure 4.4: Return Loss variation with h2

the height of the third finger (h3) is shown in Figure 4.5. It exploits that increase in

h3 up to 18.9 mm (9H) spreads the band near 6 GHz by around 200 MHz and shifts

it towards left to 5.8 GHz. Other resonances are unaffected. Even after the further

increase up to 33.6 mm (16H), no effect is observed on the bands except that there

is one more resonance near the 1.8 GHz band. Similarly, the effect of the height of

Figure 4.5: Return Loss variation with h3

fourth finger (h4) is shown in Figure 4.6. Similar to the effect of h3, increase in h4
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up to 27.7 mm (13.2H) also spreads the band near 6 GHz. But it affects the lower

band also at 1.8 GHz. Now, further increase up to 38.2 mm (18.2H) does not change

the band near 6 GHz but provides two additional resonances at 1.5 GHz and 2.8

GHz. Again, one commonality is that the increase in the difference between h3 and

h4 (or mod(h3-h4)) should be around 6H-8H to maintain the resonance in 5.8 GHz

to 6.9 GHz band. This is also an important observation and is used in next section.

Major conclusions on antenna fingers are shown in Table 4.1

Figure 4.6: Return Loss variation with h4

Finger Observational Conclusion on increasing height
h1 Improves S11 between 2.0-4.7 GHz, degrades S11 for 5.5-7.0 GHz
h2 Improves S11 between 1.5-3.8 GHz, doesnt affect other bands
h3 Improves S11 for 1.8 GHz band and broadens the 5.8 GHz band
h4 Improves S11 for 1.5-1.9 GHz band broadens the 5.8 GHz band

Table 4.1: Finger heights and their Observational Conclusions

4.1.3 Complete Antenna Design

LTE bands along with other bands is a challenging design [53, 54].On the basis of all

the observations presented in the previous sections, resonances with respect to one

frequency or at max two frequencies are optimized. For more optimization, CST is
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utilized. Three different frequencies were used for optimization through CST, 1.8

GHz (GSM 1.7-1.9 GHz), 2.44 GHz (LTE 2.1-2.9 GHz, and Bluetooth) and 5.84

GHz (WLAN). These are center frequencies of the bands that are of importance.

Accordingly, revised cantor geometry based fractal antenna design is proposed here,

which is covering all resonating bands for mobile communication. Dimensions of the

proposed antenna, are shown in Table 4.2. Antenna design is shown in Figure 4.7.

Sr. No. Dimension Value (mm)
1. Substrate Thickness 1.6
2. Substrate Length 60
3. Substrate Width 38.5
4. Base Width 2.1
5. h1 8.4
6. h2 21
7. h3 8.4
8. h4 18.9
9. w1 2.25
10. w2 4.5
11. w3 4.5
12. w4 9

Table 4.2: Dimensions of Proposed Antenna

4.2 FDTD Analysis

Finite difference time domain method based MATLAB code is written and used for

the antenna design and analysis [34, 35, 43]. In the work presented by Dhoot et al.,

reflection coefficient validation is done in comparison with a commercially available

tool CST Studio suite [33]. In this work comparison with measured results is shown

in the next subsection. FDTD mesh element, Yee cell, size are decided according

to antenna dimensions. Time step is decided using CFL condition. All parameters

are shown in Table 4.3 Here, λ is calculated with respect to center frequency of

the required band, i.e., in this work, 2.3 GHz. Cell dimensions are defined in such

a manner, that simulation time is also less and results are also accurate. As can
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Figure 4.7: Multiband Antenna for Mobile and Tablet

Sr. No. Parameter Value

1. ∆x λ
350

2. ∆y λ
450

3. ∆z λ
200

4. ∆t 2 ps

Table 4.3: FDTD implementation related parameters

be observed, proposed antenna has small expansion in Z-direction, so as broader

mesh size is chosen. In X and Y directions, antenna geometry is defined. So as

Finer mesh sizes are used along these directions. Time step is derived using CFL

condition [34, 35]. Total time steps are considered as 6000. In previous work of

authors [33], mesh size is not dependent on λ and manual values are used. This

causes few problems, like random simulation time, random accuracy and sometimes

meshes errors too. Authors would recommend that whenever mesh is chosen, it

should be defined with respect to wavelength. It resolves these kinds of normal

errors, which may affect the results, sometimes. If manual values are calculated

with some appropriate calculations, these may work fine too. For larger geometries,
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with curvilinear elements, manual/custom meshing may be required but for small

geometries, like Microstrip antennas, it is generally not required.

4.3 Fabrication and Measurements

Antenna is fabricated using FR4 substrate. The fabricated antenna is attached to

a SMA connector. Return loss is measured using Agilent’s ENA. The fabricated

antenna and measurement setup is shown in Figure 4.8.

(a) Fabricated Antenna (b) Measurement on Agilent’s ENA

Figure 4.8: Multiband Antenna

4.4 Reflection Coefficient Analysis

The comparison graph of reflection coefficient, observed by FDTD (in MATLAB),

FIT (in CST) and Network Analyzer (Measured), is shown in Figure 4.9. It is explicit

that the antenna is covering large bands of 1540 MHz (1.66 GHz-3.20 GHz), 1010

MHz (3.58 GHz-4.59 GHz), 1000 MHz (5.6 GHz to 6.6 GHz). This design covers

LTE, DCS, PCS, UMTS and GSM in first band along with the ZigBee, Bluetooth
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Figure 4.9: Reflection Coefficient

and WLAN 2.4 GHz applications. The second and third bands are covering most of

the ultra wideband (UWB) range including the WLAN 5.8 GHz applications.

4.5 Radiation Pattern Analysis

Observed Radiation Patterns in MATLAB are shown in Figures 4.10 to 4.17. These

radiation patterns are without the consideration of Human Head Model inclusion.

Radiation Patters will change when the multiple dielectrics of Human Head model

will interact with the antenna radiations.

4.6 Mobile/Tablet Structure Design

A generalized small Tablet (Mobile may also be modeled with similar dimensions)

structure has been designed to observe Specific Absorption Rate (SAR), in CST.

Mobile circuitry has not been involved. All the parameters, used in this analysis are
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(a) θ = 90◦

(b) φ = 0◦

(c) φ = 90◦

Figure 4.10: Frequency = 0.9 GHz
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(a) θ = 90◦

(b) φ = 0◦

(c) φ = 90◦

Figure 4.11: Frequency = 1.75 GHz
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(a) θ = 90◦

(b) φ = 0◦

(c) φ = 90◦

Figure 4.12: Frequency = 2.1 GHz
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(a) θ = 90◦

(b) φ = 0◦

(c) φ = 90◦

Figure 4.13: Frequency = 2.3 GHz
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(a) θ = 90◦

(b) φ = 0◦

(c) φ = 90◦

Figure 4.14: Frequency = 2.6 GHz
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(a) θ = 90◦

(b) φ = 0◦

(c) φ = 90◦

Figure 4.15: Frequency = 2.9 GHz
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(a) θ = 90◦

(b) φ = 0◦

(c) φ = 90◦

Figure 4.16: Frequency = 2.44 GHz
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(a) θ = 90◦

(b) φ = 0◦

(c) φ = 90◦

Figure 4.17: Frequency = 5.84 GHz
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listed in table 4.4. Mobile body dimensions are decided using general measurements

Sr. No. Parameter Value
1. Mobile Body Length 121.5 mm
2. Mobile Body Width 61.5 mm
3. Mobile Body Depth 8 mm
5. Mobile Body Material Plastic
6. Mobile Body Thickness 0.75 mm
7. LCD Length 103 mm
8. LCD Width 56 mm
9. LCD Thickness 0.75
10. LCD Material LCD Film

Table 4.4: FDTD implementation related parameters

through observation of mostly used mobile and tablet products. The Mobile/Tablet

structure is shown in Figure 4.18. Main reason is that, dimensions provided in this

(a) Struc-
ture

(b) Mounted Antenna on Back PCB

Figure 4.18: Mobile/Tablet Structure

work, are used for both the products, mobile, as well as, tablet. Mobile body is made

up of plastic material defined in CST, which has dielectric constant of 2.5. LCD

display is designed in such a way that it gives small space for additional buttons

downwards the mobile. The reason for this is that some of the mobiles and tablets,

even after touch screen, have a few buttons on downward side. LCD Film is used

as LCD display material. LCD Film has dielectric constant of 4.78.
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4.7 SAR Calculations

Specific Absorption Rate is an important parameter to verify the feasibility of any

mobile or wireless communication system. SAR is a major parameter to be cal-

culated before any mobile communication device antenna has been finalized. SAR

increases temperature in the human body. For our consideration, tissue models are

taken. This temperature rise causes health problems for humans. There are dif-

ferent standards like ANSI C95.1 standard, ICNIRP guidelines, European Council

Recommendation etc., which provide necessary limits of SAR and effects of higher

SAR in human body [113]-[117]. Federal Communications Commission (FCC), Aus-

tralian Communications Authority (ACA) Standard and European ICNIRP Guide-

lines have given some limits for the SAR in human tissue [118]. These limits are

shown in Table 4.5. Generally 10 g tissue is considered for Calculations but FCC

and ACA emphasize on 1 g tissue also. In this work European standard EN 50361

Sr. No. Standard SAR (W/kg)
1. European ICNIRP Guidelines 2.0
2. Federal Communications Commission (FCC) 1.6
3. Australian Communications Authority (ACA) 1.6

Table 4.5: SAR standards

is used for calculations of SAR. According to this standard, human phantom model

has homogeneously filled tissue parameters [116]. In comparison to this standard,

European standard EN 50357 is more rigid, because one needs to use all the differ-

ent parameters for tissues of each part of body in complete human phantom model

[113]. SAR is generally defined as follows:

SAR =
σE2

ρ
(4.1)

Here, σ is conductivity, E is the magnitude of electric field strength and ρ is the

tissue density.
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4.7.1 SAR Calculations for Proposed Antenna

The SAR calculation is inspired from literature [55, 56, 57, 62]. For tissue, human

head Voxel model is utilized which is provided by CST with the tool itself [24].

Dispersion for liquid, used in Voxel model, is applied according to CST standards

only. Human head is modeled with Voxel model provided by CST as shown in

Figure 4.19. Observed SAR values, for the proposed antenna design are tabulated

Figure 4.19: SAR Analysis in CST

in Table 4.6 The proposed antenna is providing Directivity between 1.5 dBi to 4.5

Sr. No. Frequency (GHz) SAR (W/kg) w.r.t. 10 g
1. 0.9 8.083
2. 1.7 4.930
3. 1.8 4.809
4. 1.9 4.817
5. 2.1 4.846
6. 2.3 4.868
7. 2.44 4.917
8. 2.6 4.902
9. 2.9 4.710

Table 4.6: SAR Values at Different Frequencies

dBi for different observed frequency range. This is good for mobile applications,
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where mostly radiation is required to be approximately omnidirectional. Radiation

efficiency is within the range of -0.009 dB to -0.221 dB. Radiation Patterns results

are tabulated in Table 4.7.

Sr. No. Frequency Directivity Rad. Eff.
GHz dBi dB

1. 0.9 1.57 -0.221
2. 1.75 2.67 -0.198
3. 2.1 3.14 -0.009
4. 2.3 3.31 -0.033
5. 2.6 3.40 -0.016
6. 2.9 3.50 -0.013
7. 2.44 3.39 -0.012
8. 5.84 4.64 -0.049

Table 4.7: Radiation Pattern Results

4.7.2 Reducing SAR

There are many parameters, which affect the antenna performance with respect to

SAR. After a lot of observations, it has been concluded that, SAR can be reduced

by using Full PCB and Ground plane tuning. Observations are not only been taken

on the Ground and Feed, there are observations on fingers also, to take reflection

coefficient analysis into consideration.

Reflection Coefficient analysis

Whenever antenna is analyzed individually, it shows good Reflection coefficient, if

proper design dimensions are used. But whenever the antenna is analyzed with Hu-

man Head Voxel Models (shown in next section), reflection coefficient shows some

changes in comparison to the results obtained by considering individual antennas.

To avoid any discrepancy, observations were taken for both analyses. There are dif-

ferent configurations created and observed for this analysis. More than 500 different

configurations were observed. Main configurations are tabulated in Table 4.11 (This
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table is shown in the end of this chapter, because of large size of it). Here H is

the base height, which is 2.1 mm. This is described in 2.2.2 and shown in Figure

2.6. Main observations for individual antenna analysis are shown in three different

figures, to reduce the complexity for observer. Conclusions are decided according to

not only reflection coefficient but also the SAR values within the limits. Observa-

tions for antenna configurations within Handset are shown in Figures 4.20, 4.21 and

4.22. Here no human head model is considered to observe the reflection coefficient.

Figure 4.20: Reflection Coefficient comparison: configuration 1-11

After observing all the antenna configurations with handset without human head

inclusion in the model, next analysis is done with considering human head model.

All the observed reflection coefficients are compared with respective, without hu-

man head models. But putting all the comparative results here is not feasible. So

as, similar to previous analysis, here also, three figures are shown to explain the

observations for same configuration as previous analysis. Figures 4.23, 4.24 and

4.25 are showing the reflection coefficients observed for antennas with Human Head

consideration in the model.
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Figure 4.21: Reflection Coefficient comparison: configuration 12-22

Figure 4.22: Reflection Coefficient comparison: configuration 24-32
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Figure 4.23: Reflection Coefficient comparison with human head consideration: con-
figuration 1-10

Figure 4.24: Reflection Coefficient comparison with human head consideration: con-
figuration 11-20
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Figure 4.25: Reflection Coefficient comparison with human head consideration: con-
figuration 21-32

Full PCB

Full PCB is designed to confine the radiations from the edges of the Antenna. These

additional Fields are now restricted to interact with human body. So after obser-

vations, PCB size has been taken same as LCD film, which is a general case for

mobile handset. The new model is shown in Figure 4.26 Reflection coefficient is also

affected due to the Human head. This comparison can be observed in Figure 4.27.

SAR for frequency 2.9 GHz is shown as an example in Figure 4.28. Observed SAR

values for full PCB model are tabulated in Table 4.8

Sr. No. Frequency (GHz) SAR (W/kg) w.r.t. 10 g
1. 1.7 2.20
2. 1.8 1.97
3. 1.9 1.81
4. 2.1 1.7
5. 2.3 1.68
6. 2.44 1.60
7. 2.6 1.44
8. 2.9 0.98

Table 4.8: SAR Values for Full PCB Model at Different Frequencies
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Figure 4.26: Mobile Handset with Full PCB

Figure 4.27: Full PCB: S11 comparison of simulation of individual Full PCB Handset
and with Human Head
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Figure 4.28: Full PCB: SAR at 2.9 GHz Full PCB Handset and with Human Head

Ground Tuning

In this work, some tuning of ground is done to achieve proper S11 and correspond-

ingly lower SAR. As the ground and Feed length are together generating coupling

and in turn, wide band reflection coefficient, so as Microstrip Feed length is also

varied corresponding to the Ground. Ground reflects the back radiations towards

head. Ground is now tuned to 34 mm and correspondingly Microstrip feed is 36.4

mm. Reflection coefficient is now a little bit reduced due to modifications in the

model. The comparison of Reflection coefficient for models with individual Handset

model and Handset with Human Head, is shown in Figure 4.29. SAR for frequency

2.9 GHz is shown as an example in Figure 4.30. Observed SAR values for ground

tuned full PCB model are tabulated in Table 4.9 Finally observed radiation effi-

ciency is also improved and Directivity is better than the previous results. These

are tabulated in table 4.10 All the radiation patters are shown in following Figures

4.33 to 4.37.
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Figure 4.29: Full PCB and Ground Tuning: S11 comparison of simulation of indi-
vidual Full PCB Handset and with Human Head

Figure 4.30: Full PCB and Ground Tuning: SAR at 2.9 GHz Full PCB Handset and
with Human Head
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Figure 4.31: Radiation Pattern at 1.8 GHz

Figure 4.32: Radiation Pattern at 1.9 GHz
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Figure 4.33: Radiation Pattern at 2.1 GHz

Figure 4.34: Radiation Pattern at 2.3 GHz
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Figure 4.35: Radiation Pattern at 2.44 GHz

Figure 4.36: Radiation Pattern at 2.6 GHz
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Sr. No. Frequency (GHz) SAR (W/kg) w.r.t. 10 g
1. 1.7 2.06
2. 1.8 1.77
3. 1.9 1.63
4. 2.1 1.59
5. 2.3 1.62
6. 2.44 1.55
7. 2.6 1.40
8. 2.9 0.96

Table 4.9: SAR Values for Ground tuned Full PCB Model at Different Frequencies

Sr. No. Frequency Directivity Rad. Eff.
GHz dBi dB

1. 1.8 7.87 -1.95
2. 1.9 7.94 -1.82
3. 2.1 8.00 -1.55
4. 2.3 8.05 -1.37
5. 2.6 8.11 -1.15
6. 2.9 8.17 -0.98
7. 2.44 8.09 -1.27

Table 4.10: Radiation Pattern Results after reduced SAR

Figure 4.37: Radiation Pattern at 2.9 GHz
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4.8 Conclusion of this Chapter

Antenna finger dimensions are optimized using observations in MATLAB and CST

Studio Suite. This part of the work is published in [24]. Revised cantor geome-

try based low profile, compact LTE fractal antenna is proposed for Mobile/Tablet

PC applications. The proposed antenna is appropriately covering several wireless

applications, including LTE 1.7-1.8 GHz band, 2.3 GHz, 2.6 GHz and 2.9 GHz ap-

plications, WLAN 2.4 GHz and 5.8 GHz applications, GSM, UMTS, DCS, ZigBee,

PCS, applications. Radiation Patterns are analyzed. Observations show almost

omnidirectional behavior of the antenna, for all the observed frequencies with Di-

rectivity between 1.5 dBi to 4.5 dBi and Radiation Efficiency is within the range of

-0.009 dB to -0.221 dB. Experimental results present accurate matching with the-

oretical results. SAR is less than 5 W/kg for 10 g tissue, without mobile circuitry

and without Full PCB. The SAR can be reduced by using Full PCB and tuning the

ground plane properly. Some compromise between S11 and SAR has to be consid-

ered. After applying reduction techniques, SAR is within 1.6 W/Kg for most of the

frequencies, which is the general standard requirement. Directivity is now between

7.72 dBi to 8.17 dBi and Radiation Efficiency is within the range of -0.98 dB to

-1.95 dB.
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configuration h1 h2 h3 h4 Ground Feed
(mm) (mm) (mm) (mm) (mm) (mm)

1 H x 9 H x 3 H x 10 H x 3 5 7.4
2 H x 9 H x 3 H x 10 H x 5 5 7.4
3 H x 10 H x 5 H x 5 H x 17 15 7.4
4 H x 10 H x 5 H x 7 H x 14 15 7.4
5 H x 14 H x 5 H x 6 H x 9 28 30
6 H x 12 H x 5 H x 6 H x 9 13 4
7 H x 12 H x 9 H x 3 H x 9 32 34.4
8 H x 13 H x 4 H x 7 H x 12 10 14
9 H x 14 H x 5 H x 3 H x 8 8 4
10 H x 12 H x 7 H x 3 H x 9 8 4
11 H x 11 H x 5 H x 5 H x 17 8 12
12 H x 13 H x 5 H x 3 H x 16 5 5
13 H x 13 H x 5 H x 5 H x 19 5 7.4
14 H x 4 H x 3 H x 2 H x 1 5
15 H x 4 H x 3 H x 2 H x 1 5 7.4
16 H x 7 H x 3 H x 3 H x 5 5 4
17 H x 15 H x 5 H x 6 H x 9 13 115.4
18 H x 16 H x 5 H x 6 H x 9 13 5
19 H x 16 H x 6 H x 6 H x 9 13 15.4
20 H x 16 H x 5 H x 6 H x 11 13 5
21 H x 14 H x 5 H x 6 H x 11 25 5
22 H x 16 H x 6 H x 6 H x 9 12 14.4
23 H x 17 H x 5 H x 6 H x 14 13 4
24 H x 19 H x 6 H x 6 H x 14 25 27.4
25 H x 19 H x 5 H x 6 H x 11 13 15.4
26 H x 13 H x 5 H x 6 H x 9 13 5
27 H x 9 H x 3 H x 10 H x 3 32 34.4
28 H x 9 H x 3 H x 10 H x 3 30 34.4
29 H x 6 H x 3 H x 6 H x 2 36 34.4
30 H x 6 H x 3 H x 6 H x 2 25 27.4
31 H x 6 H x 3 H x 6 H x 2 15 17.4
32 H x 9 H x 3 H x 10 H x 3 34 36.4

Table 4.11: Main configurations for observations, H = 2.1 mm



Chapter 5

Additional Research Work

5.1 Fractal Antenna on Substrates with High Di-

electric Constant

Analysis of Revised Cantor geometry based fractal antenna, proposed in [25], with

different dielectric constants, is also done. Objective of this analysis is to produce

wide multiband antenna with lower reflection coefficient, i.e., as less as possible.

Antenna Design is shown in Section 3.1 on Teflon substrate. Observations are taken

for substrate with different dielectric constants which are shown in Table 5.1. This-

ckness of substrates is considered same as the model considered in chapter 3, which

is 1.6 mm. BST is Barium Strontium Titanate which is very high dielectric constant

50.

Sr. No. Substrate ε Resonances in GHz
1. RT-Duroid 2.2 1.72, 2.18, 3.14, 4.16, 5.86, 6.56, 9.94
2. FR4 4.4 1.72, 2.18, 3.14, 4.16, 5.86, 6.56, 9.94
3. Alumina 9.9 1.54, 1.94, 2.28, 3.18, 5.81, 6.45, 7.72, 9.92
4. BST 50 1.12, 1.74, 3.58, 3.98, 4.76, 5.62, 5.94,

7.08, 7.78, 8.34, 8.98, 9.56

Table 5.1: Resonances for substrate with different dielectric constants

As can be observed, higher dielectric constant materials increase resonances.

59
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Figure 5.1: Fractal Antenna with Absorber below Ground Plane

Figure 5.2: S11 of Fractal Antenna with Absorber below Ground Plane

These increased resonances develop interruptions in resonating fields of the antenna.

The main reason is that, these substrates (High dielectric constant) produce sur-

face currents [69]-[75]. These surface currents maybe reduced by using microwave

absorbers below the ground plane as shown in Figure 5.1 Reflection Coefficient of

proposed fractal antenna with absorber below the ground plane is shown in Fig-

ure 5.2. Observations have been taken for fractal antenna with an absorber below

ground. Standard rubber absorber is used, with Permeability of 1.5. Dielectric con-

stant is also varied. Thickness t of the absorber is taken as the variable parameter.
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Figure 5.3: A Generalized Antenna Array

Main observations are tabulated in Table 5.2. Main conclusion that can be carried

Sr. No. Substrate ε t Resonances in GHz
1. Glass 7.5 4 1.02, 1.28, 1.66, 2.08, 3.46, 4.26, 5.04,

Leaded 5.38, 6.48, 7.16, 7.74, 8.38,
8.94, 9.6 (with higher bandwidth)

2. Glass 7.5 13 0.98, 1.24, 1.66, 2.04, 3.42, 4.26, 5.4,
Leaded 6.44, 6.9, 7.41, 7.7, 8.32,

8.94, 9.5 (with higher bandwidth)
3. Phenolics 18 13 0.52, 0.88,1.14, 1.6, 1.88, 2.82, 3.28,

(Silicate) 4, 4.4, 4.9, 5.2, 5.7, 6.36,
7.1, 7.68, 8.24, 8.9, 9.58

Table 5.2: Resonances variation with Absorber Thickness and Dielectric Constant

out from the analysis is that an absorber and Substrate with high dielectric con-

stant can produce Multiband in wide range. Absorbers will minimize the effect of

the surface currents produced additionally.

5.2 Fractal Antenna Array Design

Matrix or Array of similar or different antennas, arranged in a specific manner,

to achieve larger Gain and better reflection coefficient, is known as antenna array.

Enormous amount of literature is available for antenna array design [76]-[82]. An-

tenna array for fractal antenna design is a new challenging research topic nowadays.

Major challenge is to maintain higher gain on all resonances produced by a multi-

band fractal antenna. A generalized antenna design is shown in Figure 5.3. Mainly
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Figure 5.4: Series Fed Antenna Array

antenna arrays are classified as per their arrangement of elements. Following is the

terminology used for types of antenna array:

1 Series Fed

2 Parallel (Corporate) Fed

3 Combination of Series and Parallel Feed

4 Phase Feed (This is used for generating polarization)

A series fed antenna array is designed in such a way that all array elements have

feed line which feeds every element in linear pattern [75, 76]. An example is shown

in Figure 5.4. Combline arrays are considered in series fed type of array only. In this

kind of antenna array configuration, array elements are arranged as tooth of comb

[76, 77, 79, 83]. Corporate or parallel fed antenna arrays are the most popular type

of antenna array design. Every element is connected to a feed line, which then is

connected to feed line of another parallel array element from Microstrip feed. This is

an iterative process of connecting antenna array elements. Once all the elements are

connected as parallel combinations, only one feed line is left which makes connection

between source and the antenna array. A generalized Parallel fed antenna array

is shown in Figure 5.5. Quarter Wave Transformers are utilized in this type, to

connect different antenna stages to each other as shown in Figure 5.6. This figure
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Figure 5.5: A Generalized Parallel Fed Antenna Array

Figure 5.6: A Generalized Antenna Array

is reproduced from [75]. Using quarter wave transformer reduces the impedance

mismatching problem in antenna array element connections. Quarter wave matching

technique suggests to use a transmission line of length as quarter wavelength and

impedance as square root of product of input and output line impedances [75, 80,

82]. Combination of the series fed and corporate fed antenna array arrangement is

advantageous. It gives benefit of both the techniques. Gain is in general more in

comparison to series fed antenna arrays. Disadvantages are also included like losses

increase, complexity increases and mutual coupling also increases which affects the

radiation characteristic of the overall antenna array configuration [79]-[84]. This

type of configuration is shown in 5.7. Phased antenna arrays are just special cases

of Parallel or corporate fed antenna array configuration, in which feed positions are

slightly changed to increase or decrease current path lengths. These current path
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Figure 5.7: Combination of Series and Corporate Fed Antenna Array

lengths, in turn, affect the phase of the elements, connected to that section.

Series Fed is the most simple and easy to fabricate array design. So as Comb-

Line Array design is chosen for revised cantor based fractal antenna array design, in

which, Base element is considered as fractal antenna Proposed in [25]. There are two

ways to generate Microstrip comb line array; one dimensional and two dimensional.

Some Parameters are considered during the designing which are as follows:

1 m, Number of Rows in multidimensional Array

2 n, Number of antenna elements in one row

3 d(s), Spacing between two elements

4 md, Spacing between two rows

5.2.1 One Dimensional

In one dimensional array element number, n and spacing, d are the important pa-

rameters, which affect the antenna performance. Antenna array configuration in one

dimension, is shown in Figure 5.8. According to observation on reflection coefficient,
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Figure 5.8: One Dimensional Antenna Array

Figure 5.9: Two Dimensional Antenna Array

it is explicit that overall reflection coefficient is improved with increase in spacing d

and number of elements, n.

5.2.2 Two Dimensional

In two dimensional antenna arrays, elements are connected in two dimensions. One

of the designed two dimensional arrays, is shown in Figure 5.9. Now, in this case,

spacing between two rows, md becomes an important parameter to be looked at.

Increasing md increases Narrow Banding but reflection coefficient also improves.

Narrow-banding is increased more when n is increased. Microstrip feeds are near

patches in multidimensional arrays. So as they also affect the radiation.
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5.3 Integrated Antenna Study

5.3.1 General Description

For a microwave engineer, an active antenna is an active microwave circuit in which

the output or input port is free space instead of a conventional 50 Ω interface. For

an antenna designer, Active antenna is an antenna that possesses built-in signal-and

wave-processing capabilities such as mixing and amplification. In simple words an

active antenna can provide certain circuit functions such as resonance, filtering, and

duplexing, in addition to its original role as a radiating element.

5.3.2 Advantages

There are several advantages of AIAs. Some of these are as follows:

a. AIAs are attractive for millimeter-wave systems as following problems can be

mitigated[85, 94]:

(1) Transmission-line loss at higher frequencies

(2) Limited source power

(3) Reduced antenna efficiency

(4) Lack of high-performance phase shifters

b. An AIA improves SNR of the receiver

c. these can be designed with higher realized gain and wider gain bandwidth

than their passive counterparts

d. AIAs reduce the circuit area on a PCB

e. It can be easily integrated on MMIC

f. For Frequency doubling[95, 96]
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5.3.3 Types of AIA

Many types of AIAs are designed till date. Some of them are following:

a. LNA integrated antenna[86]

b. Mixer integrated antenna[87, 88]

c. Oscillator active antenna[85, 89]

d. Active Integrated Antenna with Negative Resistance Transistor Oscillator[90]

e. Active Integrated Antenna including Nonlinear Model of FET Transistor[91]

f. High efficiency power amplifier antenna[92]

g. Beam-steering and switching antennas[93]

h. Power combining[93]

i. Retro-directive arrays[93]

j. AIA transceiver using Schottky diode mixer and inverted patch antenna[93]

k. Integrated active circulator antenna[93, 94]

l. Modulator / Demodulator integrated antenna[95]

m. Active Circulator Integrated Antenna[96]

5.3.4 Literature Survey
Previously published work

All the previously available work in the literature is explained in brief as follows.

Chang et al. provide a review of the active integrated antenna (AIA) technologies.

After a brief introduction on the definition and some historical remarks, the paper

concentrates on the research effort on the past decades or so [85]. The AIAs are

reviewed in its various functions. First, an oscillator-type AIA is presented, followed
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by very interesting aspects of coupled oscillator arrays for phase control. Use of an

AIA concept for efficient RF front end is described with examples on high-power

amplifier AIAs. Next, a phase-conjugation based retro directive array is reviewed.

Finally, AIA systems for receiving, transmitting, and duplexing are reviewed. In the

work of Ismail et al., A patch antenna integrated, with two Low Noise Amplifiers

(LNA) is implemented to act as an Image Reject Mixer (IRM) [86]. The low noise

active antenna system transforms a received radio frequency signal into two signals,

which are out-of phase to each other. The image signals can be cancelled by the

IRM. The antenna, LNAs, mixers and local oscillator (LO) are integrated into a

single Active Integrated Antenna (AIA) module. An external IF 90o hybrid coupler

is required in the IRM. The advantages of the LNA active antenna mixer system

are low noise, image signal rejection, low cost and simple circuitry of front-end, and

improved receiver sensitivity. In the work of Rahim et al., Active integrated an-

tenna with image reject mixer (AIA with IRM) operating at license less frequency

of 2.4 GHz and intermediate frequency (IF) of 50 MHz is proposed [87]. In this

work, IRM is integrated with Microstrip patch antenna on the similar substrate to

attain size, weight and cost reduction. The suitable substrate that serves as the

common platform for all integral components is FR-4 with dielectric constant of 4.7

and thickness of 1.6mm. This AIA with IRM employs a different phase manipula-

tion approach from the previous research in which the RF signal from the antenna

is initially fed to 1800 rat race coupler instead of a 900 coupler. Practically, this

system is able to achieve image suppression with an isolation of approximately 20

dB between image and desired frequency with 7 dBm LO drive at 2.35 GHz. The

integral components of AIA with IRM consist of 2-elements Microstrip rectangular

patch antenna, singly balanced schottky diode mixers, low pass filter, branch-line

900 hybrid coupler, lumped element 900 coupler and 1800 rat race coupler. Gupta

et al., describe the behavior of a compact two-port integrated mixer active antenna

element with low cross polarization, high two-port circuit isolation, and good mixer

detection sensitivity [88]. Using this element as an elemental building block, a self-
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tracking antenna array has been realized which uses an in-band carrier signal for

self calibration. The array is relatively insensitive to absolute carrier power level

and is capable of tracking incoming signals over ±80o. By minor alteration of the

antenna topology, a minimum complexity variant of a heterodyne retro directive

array has been demonstrated over a ±40o retransmission angle. Finally, the use

of the antenna in conjunction with an injection-locked voltage-controlled oscillator

(VCO) is included in order to demonstrate ±35o phase-shifter less beam steering.

A diamond-shaped Microstrip ring patch, as a radiator of an oscillator type active

antenna, is proposed for easier impedance matching, smaller patch size, and circular

polarization in the work of Yun [89]. The active antenna has been built and mea-

sured. The fabricated antenna including the active circuitry has a size about 65%

of that using a regular-size square Microstrip antenna. Test results show potential

possibilities for use as a transmitter of an RFID reader around 915 MHz. The de-

sign of an active integrated antenna with negative resistance transistor oscillator

has been described in the work of Bonefaeie et al[90]. Simple but reasonably accu-

rate analysis of oscillation start-up and steady state operating frequency prediction

is presented. The active antenna prototype was manufactured and its operating

frequency, EIRP and radiation patterns were measured. Two of these antennas

were integrated in active arrays coupled in E- and H-planes. The inter-element

distance in the arrays was optimized to obtain in phase operation and mutual in-

jection locking. Very good power combining efficiency was measured and beam

scanning capabilities were demonstrated for both arrays. In the work of Zhang et

al., a non-linear circuit model of FET has been incorporated into the finite differ-

ence time domain (FDTD) method, when microwave active antennas are analyzed

[91]. The FET operating in Class A mode is biased and its non-linear properties

(second harmonics) are investigated. The algorithm and the simulation results are

useful in the development of high power integrated active antennas modules. A

broad band high-efficiency circularly polarized (CP) AIA is presented in the work

of Quin et al[92]. A broad band CP active array at 2 GHz has been developed and
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used in a RF front end system. Active integrated antennas (AIAs) provide a new

paradigm for designing modern microwave and millimeter-wave architecture with

desirable features such as compactness, light weight, low cost, low profile, minimum

power consumption, and multiple functionality [93]. This work also reviews recent

research and development related to this emerging technology with emphasis on

its applications in high-efficiency radio-frequency (RF) front-end, millimeter-wave

power combining, beam steering, and retro directive arrays, as well as wireless sen-

sors. Optical controlling techniques for AIAs are also described. In the work of

Cryan et al., an active circulator is integrated with a quarter wave short-circuited

Microstrip patch antenna to produce a fully duplexed transceiver with transmit and

receive operation at the same frequency and with the same polarization [94]. The

active circulator antenna is shown to have 14-dBi transmit gain and 7.4-dBi receive

gain with transmit-receive isolation of 26.9 dB at 3.745 GHz. This active antenna

has potential uses in both short-range communication and radar systems. A letter

by Manimegalai et al., presents a novel frequency doubling active antenna, based

on a PHEMT device, with BPSK modulation capability [95]. A dedicated nonlin-

ear transistor characterization reveals the existence of two biasing regions, where

the second harmonic could be generated with maximum level and phase opposition.

Taking advantage of this issue, a low frequency data signal applied to the gate ter-

minal may be used to create a BPSK modulated signal, centered at twice the carrier

frequency. An adequate integration of this modulator in a dual-frequency and dual-

polarization slot coupled patch, results in a compact and high performance solution.

In the work of Gupta et al., the design of an integrated Microstrip shorted antenna

using hybrid active circulator is presented to produce a fully duplexed transceiver

with transmit and receive operation at the same frequency and with the same po-

larization [96]. This design is compatible with the MMIC technology since ferrite

circulator needed for duplexer is avoided by a hybrid active circulator based on phase

cancellation technique. This integrated active circulator antenna has potential uses

in both short-range communication systems and radar systems. Arrays of these
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elements could overcome the power handling problems that limit the performance

of current active circulators. In the work of Yee, Maxwells equations are replaced

by a set of finite difference equations [97]. It is shown that if one chooses the field

points appropriately, the set of finite difference equations is applicable for a bound-

ary condition involving perfectly conducting surfaces. An example is given of the

scattering of an electromagnetic pulse by a perfectly conducting cylinder. In the

work of Reddy et al., an improved extended finite-difference time-domain formula-

tion for the analysis of active linear and nonlinear microwave circuits is presented

[98]. Here, we have selected the current source approach and have tried to update

all the electric-field components on the active sheet. Central-difference approxima-

tion has been used for the discretization of the resultant set of state equations. The

equivalent circuit of the device has been treated as a zero-dimensional circuit with

respect to the wave propagation. The results based on this formulation show good

agreement with analytically obtained data for circuits like amplifiers and oscillators.

In the work of Sui et al., extension of the finite-difference time-domain (FDTD)

method to include distributed electromagnetic systems with lumped elements (a hy-

brid system) and voltage and current sources is presented [99]. FDTD equations

that include nonlinear elements like diodes and transistors are derived. Calculation

of driving-point impedance is described. Comparison of FDTD calculated results

with analytical results for several two-dimensional transmission-line configurations

illustrate the accuracy of the method. FDTD results for a transistor model and a

diode are compared with SPICE calculations. The extended FDTD method should

prove useful in the design and analysis of complicated distributed systems with

various active, passive, linear and nonlinear lumped electrical components. In the

work of Tsui et al., a methodology is presented for the rigorous electromagnetic

analysis of pulse transmission through first-level interconnects [100]. The methodol-

ogy combines a full-wave, vectorial, time-dependent Maxwells equations solver with

SPICE circuit models for the nonlinear drivers, to facilitate the accurate model-

ing of the electromagnetic phenomena occurring at the chip-to-package interface.
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Comparisons of the results obtained using this method with others calculated using

SPICE simulations are used to validate the method and demonstrate its application

in the electromagnetic modeling of high-speed packaging structures. In the work

done by May et al., most existing computer-aided circuit design tools are limited

when digital clock speeds exceed several hundred MHz’s [101]. These tools may

not deal effectively with the physics of UHF and microwave electromagnetic wave

energy transport along metal surfaces such as ground planes or in the air away

from metal paths that are common at or above this frequency range. In this paper,

we discuss full-wave modeling of electronic circuits in three dimensions using the

finite-difference time-domain (FDTD) solution of Maxwells equations. Parameters

such as strip line complex line impedance, propagation constant, capacitance per

unit length and inductance per unit length can be easily computed as a function

of frequency. We also discuss FD-TD Maxwells equations computational modeling

of lumped-circuit loads and sources in 3-D, including resistors and resistive voltage

sources, capacitors, inductors, diodes, and transistors. We believe that this approach

will be useful in simulating the large-signal behavior of very high-speed nonlinear

analog and digital devices in the context of the full-wave time-dependent electro-

magnetic field. In the work presented by Durney et al., Previous extension of the

finite-difference time domain (FDTD) method to include lumped-circuit elements is

further extended to model lumped-element circuits connected across multiple FDTD

cells [102]. This formulation is needed to model many kinds of circuits, like those

with a transistor or other active device connected across a transmission line with

more than one dielectric. The FDTD analysis of a shielded suspended Microstrip

transmission line excited by a current source in parallel with a resistance illustrates

the usefulness of the formulation. In the work of Thomas et al., a general approach

for including lumped circuit elements in a finite difference, time domain (FDTD) so-

lution of Maxwells equations is presented [103]. The methodology allows the direct

access to SPICE to model the lumped circuits, while the full 3-Dimensional solu-

tion to Maxwells equations provides the crosstalk and dispersive properties of the
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microstrips and striplines in the circuit. In the work done by Kuo et al., the FDTD

method is extended to analyze a microwave amplifier [104]. This amplifier includes

matching circuits, DC bias circuits, and an active device. Equivalent current sources

are used to model the active element. With the small signal model of the active ele-

ment, the FDTD full-wave simulations show good agreement with measured results.

In the work done by Toland et al., the FDTD algorithm is extended to perform a

patches theoretical analysis of a two-element active antenna [105]. A description is

given of the procedures that were used to produce a stable large signal simulation of

the active, nonlinear circuit. Some results are given and a comparison is made with

measured data. In the work presented by Thomas et al., Coupled FDTD-SPICE

simulations are performed for an active antenna problem [106]. The results are

comparable to previously published results using FDTD in conjunction with special

integration techniques for the nonlinear elements. Some differences occur, and bet-

ter agreement with experiment is batches served for our newer approach. The main

advantages are that all of the SPICE device models are directly available for FDTD

modeling and the efficient SPICE integration schemes can be used directly. No user

intervention is required for either the device models or the integration schemes. In

the work of Toland et al., the FDTD method is extended to include nonlinear active

regions embedded in distributed circuits [107]. The procedures necessary to produce

a stable algorithm are described, and a single device cavity oscillator is simulated

with this method. A letter presented by Kuo et al., describes a voltage-source-

based formulation of the extended finite-difference time-domain algorithm for the

purpose of modeling microwave devices [108]. The device-wave interaction is fully

characterized by replacing the lumped devices with equivalent voltage sources in the

device region, which in turn generate electromagnetic fields according to Faradays

law. This formulation is applied to the analysis of a typical microwave amplifier,

which includes a three-terminal active MESFET device. Simulation results are in

good agreement with measured data. In a work done by Djordjevic et al., Linear-

lumped circuits containing capacitors and/or inductors are described by differential
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equations [109]. In computer-aided circuit analysis, these equations are discretized

in time, thus being reduced to approximate formulas involving samples of voltages

and currents. It is shown that these relations can be interpreted as exact equations

for networks containing transmission lines. Hence, some features of the approximate

formulas gain a clear physical interpretation. In particular, convergence and energy

balance properties of the formulas become obvious, confirming advantages of the

trapezoidal rule over all other formulas. In the work done by Sheen et al., a direct

three-dimensional finite-difference time-domain (FDTD) method is applied to the

full-wave analysis of various Microstrip structures [110]. The method is shown to

be an efficient tool for modeling complicated Microstrip circuit components as well

as Microstrip antennas. From the time-domain results, the input impedance of a

line-fed rectangular patch antenna and the frequency-dependent scattering parame-

ters of a low-pass filter and a branch line coupler are calculated. These circuits are

fabricated and the measurements are compared with the FDTD results and shown

to be in good agreement. In the work of Haung et al., nonlinear analyses of MES-

FET oscillator in free-running and injection-locked states are studied based on the

Volterra series method and stability analysis [111]. The approach shown is capable of

quantitatively analyzing the injection locking performance of oscillator using three-

terminal devices in the fundamental mode of operation. Both the transmission-type

and reflection-type injection locked oscillators (ILO) are simulated and experimen-

tally verified. In the work done by Zhao and Raisanen, a simple, efficient, and unified

source excitation scheme for the finite-difference time-domain (FDTD) analysis of

both waveguides and Microstrip circuits is developed and validated [112]. In this

scheme, by moving the source plane several cells inside the terminal plane and adding

the excitation wave as an extra term in the FDTD equation, the interaction between

the excitation and reflected waves are totally separated in time domain. Hence, for

both waveguide and Microstrip discontinuities, absorbing boundary conditions can

be applied on the terminal plane directly. In particular, for Microstrip circuits, our

scheme does not induce any source distortions when a simplified field distribution
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is used as the excitation. Consequently, the terminal plane can be moved very close

to the discontinuity and thus significant computational savings are achieved. In

addition, for Microstrip systems, the validity and efficiency of the Mei’s simplified

field distribution are evaluated and confirmed for the first time.

5.4 Conclusion of the Chapter

Design and analysis of Revised Cantor Geometry based Fractal Antenna, on sub-

strate with high dielectric constant, is explained in this chapter. In addition to that

fractal antenna array designing is presented as an extension of the current work.

Finally, study of integrated antenna is presented.



Chapter 6

Conclusion

In this research work, revised cantor geometry is proposed for antenna design, which

produces more than 5 resonances in second iteration only. The three dimensional

Finite Difference Time Domain (3D-FDTD) Method is used for analyzing the re-

flection coefficient of the antenna. A code is written based on FDTD in MATLAB.

Reflection Coefficient is validated in comparison with FIT based CST Studio suite.

A revised cantor geometry based multiband antenna is proposed. This antenna is

designed using fractal technique. The proposed antenna is covering frequency bands

in several wireless applications. It covers GSM, PCS, DCS, UMTS, ZigBee, WLAN

2.4 GHz and 5.8 GHz applications and several Ultra Wideband (UWB) applications.

The effect on the reflection coefficient with the variation in length of the fingers of

the antenna is presented with all the designs simulated in MATLAB. Based on the

observations of length variation of fingers, two low profile multiband antenna de-

signs, with various applications, are presented.

In summary, major novelties of this work are as follows:

a. Proposed Revised Cantor Geometry

b. Antenna Return Loss Validation of FDTD based MATLAB code in comparison

to commercially available tools

c. Observational analysis of Antenna Fingers and conclusions based on heights
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of the fingers

d. Proposed Ground-Feed Algorithm

e. Proposed Multiband Fractal Antenna design

f. Measurement of proposed antenna and perfect matching of measurement re-

sults with analyzed results

g. Specific Absorption Rate (SAR) analysis

h. Proposed SAR reduction techniques
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Future Work

SAR calculations can be done with Mobile circuitry. Fabrication of the antenna can

be done with Mobile/Tablet prototype. Measurement of SAR can be done.

78



Appendix A

Basic Electromagnetics

Analysis of radiation can be achieved by analyzing electromagnetic behavior of the

Microstrip structures. Thus, a brief and important discussion on basic electromag-

netics is presented here [1]. This provides basic understanding of electromagnetic

parameters which are used in the later chapters.

A.1 Del, Gradient, Divergence and Curl

The Del operator is represented as

~∇ =
∂

∂x
î+

∂

∂y
ĵ +

∂

∂z
k̂ (A.1)

Here, ~∇ shows that it is a vector quantity. It represents the three dimensional partial

spatial differentiation vectors. This operator has noticeable significance in the field

of electromagnetics.
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A.1.1 The Gradient Operator

When Del operator is applied on any scalar field, it is called as Gradient. Let T be

any scalar field and apply Del operator on it as follows

~∇T =

(
∂

∂x
î+

∂

∂y
ĵ +

∂

∂z
k̂

)
T (A.2)

Or equivalently,

~∇T =

(
∂T

∂x
î+

∂T

∂y
ĵ +

∂T

∂z
k̂

)
(A.3)

Here, ~∇T represents the Gradient of scalar field T. though it is applied on scalar

field but it produces a vector. Thus ∇T is a vector quantity whose direction is in

the maximum rate of change of the scalar field T.

A.1.2 The Divergence Operator

When the Del operator is applied with a dot product on a vector field, it is known

as Divergence operator. Suppose ~V is a vector field given as

~V = Vxî+ Vy ĵ + Vzk̂ (A.4)

And dot product of ~V is done with Del operator as follows

~∇ · ~V =

(
∂T

∂x
î+

∂T

∂y
ĵ +

∂T

∂z
k̂

)
·
(
Vxî+ Vy ĵ + Vzk̂

)
(A.5)

Here, ∇ · ~V represents the Divergence of vector field ~V . The divergence shows the

net outward flow of the vector field from a volume. It is explicitly interpreted in the

figure 3.1.
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(a) Positive (b) Positive (c) Zero

Figure A.1: The Divergence

A.1.3 The Curl Operator

When the vector cross product of Del operator is applied on a vector field, it is

known as Curl operator. Let ~V be a vector field and apply cross product with Del

operator, on it as follows

~∇× ~V =

∣∣∣∣∣∣∣∣∣
î ĵ k̂

∂
∂x

∂
∂y

∂
∂z

Ax Ay Az

∣∣∣∣∣∣∣∣∣ (A.6)

Here, ~∇× ~V is known as the curl of vector field ~V . The curl of a vector, as its name

(a) Positive (b) Positive

Figure A.2: The Curl
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suggests, shows how much a vector curls around the point in question. Curl can be

more easily interpreted by the figure 3.2, which shows the rotation of a vector field.

Direction of the curl is obtained by right hand thumb rule.

A.2 Maxwell’s Equations

Maxwell’s equations are well known in electromagnetics. These equations are used

to determine the electromagnetic behavior of any matter or any object[1]. Maxwell’s

equations are individually known as Faraday’s law, Ampere’s law, Gauss’s electric

and magnetic laws. These equations are represented in both time domain and fre-

quency domain. Here, only time domain integral and differential equations are

presented.

Integral Form

Maxwell’s equations in integral form[5, 6], are given as

a. Faraday’s Law ∫
∂A

~E · ~ds =

∫
A

∂ ~B

∂t
· ~dA (A.7)

Where, A denotes any open surface, ∂A is its boundary (a closed curve), ~dA

and ~ds are the vectorial area and line element, respectively.

b. Ampere’s Law ∫
∂A

~H · ~ds =

∫
A

(
∂ ~D

∂t
+ ~J

)
· ~dA (A.8)

Where, A denotes any open surface, ∂A is its boundary (a closed curve), ~dA

and ~ds are the vectorial area and line element, respectively.

c. Gauss’s Law of Electricity

∫
∂V

~D · ~dA =

∫
V

ρdv (A.9)
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Where, V denotes any open volume, ∂V is its boundary (a closed surface), dv

and ~dA are the small volume and vectorial area element, respectively.

d. Gauss’s Law of Magnetism

∫
∂V

~B · ~dA = 0 (A.10)

Where, V denotes any open volume, ∂V is its boundary (a closed surface), dv

and ~dA are the small volume and vectorial area element, respectively.

These equations are directly discretized in FIT.

Differential Form

These equations emphasize the divergence and curl of electric field, E (or electric

field displacement D) and magnetic field, H (or magnetic flux density B)[7].

Normal Form

The Maxwell’s equations in differential form are given as

a. Ampere’s law

∇× ~H =
∂ ~D

∂t
+ ~J (A.11)

b. Faraday’s law

∇× ~E = −∂
~B

∂t
+ ~M (A.12)

c. Gauss’s electric law

∇ · ~D = ρe (A.13)

d. Gauss’s magnetic law

∇ · ~B = ρm (A.14)
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In this form, these equations reinforce that electric field can be produced either

by charges, ρ or by the changing magnetic fields, ∂B
∂t

, and magnetic field can be

produced by either current, J or the changing electric field, ∂E
∂t

.

Here, E is electric field strength, D is electric field displacement, H is magnetic field

strength, B is magnetic flux density, J is electric current density, M is magnetic

current density, ρe is electric charge density, ρm is magnetic charge density and ∇

is the spatial del operator.

Special Form of Differential Form

To have the impact of material parameters in the FDTD approach, constitutive

relations of electromagnetics are used. The constitutive relations are those which

give relationship between various electromagnetic parameters in accordance with

the material parameters. The constitutive relations are given as

~D = ε ~E (A.15)

Here, D is electric field displacement, ε is material permittivity and E is electric field

strength.

~B = µ ~H (A.16)

Here, B is magnetic flux density, µ is material permeability and H is magnetic field

strength.

~J = ~Jc + ~Ji (A.17)

Here, J is electric current density, Jc is conduction electric current density, Ji is

impressed electric current density.

~Jc = σe ~E (A.18)

Here, σe is electric conductivity of the material.
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~M = ~Mc + ~Mi (A.19)

Here, M is magnetic current density, Mc is conduction magnetic current density, Mi

is impressed magnetic current density.

~Mc = σm ~H (A.20)

Here, σm is magnetic conductivity of the material.

By using these constitutive relations in the Maxwell’s equations in differential

form, the modified Maxwell’s equations are obtained.

a. Ampere’s law

∇× ~H = ε
∂ ~E

∂t
+ σe ~E + ~Ji (A.21)

b. Faraday’s law

∇× ~E = −µ∂
~H

∂t
+ σm ~E + ~Mi (A.22)

c. Gauss’s electric law

∇ · ~E =
ρe
ε

(A.23)

d. Gauss’s magnetic law

∇ · ~H =
ρm
µ

(A.24)

These equations are directly discretized in FDTD method.
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Numerical Techniques for Antenna

Design

Computational Electromagnetics is a vast domain of mathematics in computers. For

computer based simulation of high frequency structures, there are many numerical

methods developed, like Finite Integration Technique (FIT), Finite Difference Time

Domain Method (FDTD), Method of Moments (MoM) and Finite Element Method

(FEM). Two of these techniques mainly, FIT and FDTD, are explained in detail, in

this chapter.

B.1 Finite Integration Technique

The finite integration technique also known as, FIT, was developed by Thomas A.

Weiland in 1977. It is a numerical discretization approach used for solving Maxwell’s

equations in their integral form [5, 6]. In other words, it establishes a discrete re-

formulation of Maxwell’s equations in their integral form, suitable for computers.

It allows simulation of real-world electromagnetic field problems with complex ge-

ometries. The final updating matrix equations of the discretized fields are used for

efficient numerical simulations. In addition, the basic algebraic properties of this

discrete electromagnetic field theory allow to analytically and to algebraically prove
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conservation properties with respect to energy and charge of the discrete formula-

tion and gives an explanation of the stability properties of numerical formulations

in the time domain. The Maxwell’s equations in their integral form are given as

(recall from chapter 3)

a. Faraday’s Law ∫
∂A

~E · ~ds =

∫
A

∂ ~B

∂t
· ~dA (B.1)

Where, A denotes any open surface, ∂A is its boundary (a closed curve), ~dA

and ~ds are the vectorial area and line element, respectively.

b. Ampere’s Law ∫
∂A

~H · ~ds =

∫
A

(
∂ ~D

∂t
+ ~J

)
· ~dA (B.2)

Where, A denotes any open surface, ∂A is its boundary (a closed curve), ~dA

and ~ds are the vectorial area and line element, respectively.

c. Gauss’s Law of Electricity

∫
∂V

~D · ~dA =

∫
V

ρdv (B.3)

Where, V denotes any open volume, ∂V is its boundary (a closed surface), dv

and ~dA are the small volume and vectorial area element, respectively.

d. Gauss’s Law of Magnetism

∫
∂V

~B · ~dA = 0 (B.4)

Where, V denotes any open volume, ∂V is its boundary (a closed surface), dv

and ~dA are the small volume and vectorial area element, respectively.

FIT usually represents an open boundary problem to a simply connected and

bounded space region Ω ∈ <3. The decomposition of the computational domain Ω
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into a (locally) finite number of simplified cells Vi is done such as tetra or hexahedra,

under the premise that all cells have to fit exactly to each other. The intersection

of two different cells is either empty or it must be a two-dimensional polygon, a

one-dimensional edge shared by both cells or a point.

Consider the hexahedral approach in which Ω is considered to be brick shaped. The

decomposition is given with a with a tensor product grid for Cartesian coordinates

such that we get a cell complex G as

G =
{
Vi,j,k ∈ <3|Vi,j,k = [xi, xi+1]⊗ [yj, yj+1]⊗ [zk, zk+1]

}
(B.5)

Here, i = 1,2,. . . , Nx, j = 1,2,. . . , Ny, k = 1,2,. . . , Nz. The total number of mesh

points is Np = (Nx + 1)×(Ny + 1)×(Nz + 1), for Nx×Ny×Nz mesh cells.

The grid discretization is done as shown in the figure 5.1. The whole geometry is

divided into small volumes, which are called as Yee cells.

Figure B.1: Grid Discretization

Now, consider the Maxwell’s first equation also known as faraday’s law, which is

given as ∫
∂A

~E · ~ds =

∫
A

∂ ~B

∂t
· ~dA (B.6)
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Where, A denotes any open surface, ∂A is its boundary (a closed curve), ~dA and ~ds

are the vectorial area and line element, respectively.

It can be observed that left side of the equation is showing the rotation of the

electric field over boundary edges of an open surface ∂A. This can be expressed

in terms of electromotive force, which causes the electric field, as is explicit in the

figure 5.2.

Figure B.2: Electromotive Force

Thus faraday’s law can be equivalently represented for a facet A(i, j, k) of Vn as

the ordinary differential equation as

êx(i, j, k) + êy(i+ 1, j, k)− êx(i, j + 1, k)− êy(i, j, k) = − d

dt
̂̂
bz(i, j, k) (B.7)

Where the scalar value êx(i, j, k) can be given as

êx(i, j, k) =

∫ (xi+1,yj ,zk)

(xi,yj ,zk)

~E · ~ds (B.8)

ex(i, j, k) is the emf along one edge of the surface A(i, j, k) representing the exact

value of the integral over the electric field along this edge. The scalar value bz(i, j, k)

is given as
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̂̂
bz(i, j, k) =

∫
Az(i,j,k)

~B · ~dA (B.9)

This is magnetic flux i.e., the integral value over the magnetic flux density through

the cell facet Az(i, j, k). It has to be noted that the orientation of the cell edges will

have influence on the signs within equations given before. The integral formulation

of Faraday’s law is valid for each single facet A(i, j, k) of G and the discrete approach

naturally extends to larger facet areas A =
⋃
A(i, j, k) due to the relation

∑∮
A

(i, j, k) =

∮
A

(B.10)

The same result will hold for surface integrals also. Now, for vector representation,

assume a lexicographical ordering of the electric voltages e(i, j, k) and of the mag-

netic facet fluxes b(i, j, k) over the whole cell complex G and their assembly into

column vectors.

ê = (êx,n|êy,n|êz,n)Tn=1,...,Np
∈ <3Np (B.11)

̂̂
b =

(̂̂
bx,n |̂̂by,n |̂̂bz,n

)T
n=1,...,Np

∈ <3Np (B.12)

The integral equations of all grid cell surfaces of the complex G can be collected

in a matrix form as


. . . . . . . . .

1 . . . 1 . . . −1 . . . −1

. . . . . . . . .


︸ ︷︷ ︸

C



ên1

...

ên2

...

ên3

...

ên4


︸ ︷︷ ︸

ê

= − d

dt


...̂̂
bn
...


︸ ︷︷ ︸̂̂

b

(B.13)
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C represents the discrete curl-operator on the grid G. Now, consider the Gauss’s

magnetic law in integral form

∫
∂V

~B · ~dA = 0 (B.14)

Where, V denotes any open volume, ∂V is its boundary (a closed surface), dv and

~dA are the small volume and vectorial area element, respectively. Considered for a

cell Vi,j,k as shown in figure 5.3.

Figure B.3: Magnetic Flux Flow from a Cell Vi,j,k

Nonexistence of magnetic charges is assumed here. For the given brick volume,

surface integral can be discretized as

− ̂̂bx(i, j, k) +
̂̂
bx(i+ 1, j, k)− ̂̂by(i, j, k) +

̂̂
by(i, j+ 1, k)− ̂̂bz(i, j, k) +

̂̂
bz(i, j, k+ 1) = 0

(B.15)
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Again this relation for a single cell can be expanded to the whole cell complex G,

to obtain the matrix form.


. . . . . .

−1 1 −1 1 −1 1 .

. . . . . .


︸ ︷︷ ︸

S



...̂̂
bm1̂̂
bm2̂̂
bm3̂̂
bm4̂̂
bm5̂̂
bm6

...


︸ ︷︷ ︸̂̂

b

= 0 (B.16)

S represents the discrete divergence operator on the grid G. S ∈ <NpX3Np only

depends on the grid topology same as discrete curl operator C.

For the Cartesian tensor product grid G the dual grid G̃ is defined by taking the foci

of the cells of G as grid points for the mesh cells of G̃. Then, take the cell barycenters

as boundary vertices for definition of the dual grid cells of G̃. It produces one to one

relationship between both grids G and G̃. It also produces one to one relationship

between the cell edges of G cutting through the cell surfaces of G̃ and vice versa.

Now, another two laws of Maxwell which are, Ampere’s law and Gauss’s elec-

tricity law given as ∫
∂A

~H · ~ds =

∫
A

(
∂ ~D

∂t
+ ~J

)
· ~dA (B.17)

and ∫
∂V

~D · ~dA =

∫
V

ρdv (B.18)

can be discretized by using similar approach as used for Faraday’s law and Gauss’s

magnetic law. Consider the following discretization approach as shown in figure 5.5.

Discretization can be performed for an arbitrary facet of a dual grid G̃ cells in

complete analogy to Faradays law by summing up the magnetic grid voltages. Gauss
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Figure B.4: Dual Grids, G and G̃

Figure B.5: Discretization for G̃
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law in integral form can also be discretized for the dual grid G̃ cells same as Gauss’s

magnetic law. Both these discretization for the dual grid cell complex will result

in matrix equations featuring the topological grid operators C̃ for the dual discrete

curl and S̃ for the dual discrete divergence.

For the dual grid cell complex pair, the complete set of discrete matrix equations,

the so-called Maxwell-Grid-Equations (MGE) are now given as

Cê = − d

dt
̂̂
b (B.19)

C̃ĥ =
d

dt
̂̂
d+

̂̂
j (B.20)

S
̂̂
b = 0 (B.21)

S̃
̂̂
d = q (B.22)

So the final transformation can be seen as

∫
∂A

~E · ~ds =

∫
A

∂ ~B

∂t
· ~dA⇔ Cê = − d

dt
̂̂
b (B.23)

∫
∂A

~H · ~ds =

∫
A

(
∂ ~D

∂t
+ ~J

)
· ~dA⇔ C̃ĥ =

d

dt
̂̂
d+

̂̂
j (B.24)

∫
∂V

~D · ~dA =

∫
V

ρdv ⇔ S
̂̂
b = 0 (B.25)

∫
∂V

~B · ~dA = 0⇔ S̃
̂̂
d = q (B.26)
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The algebraic structure of the discrete material relations is independent of the

method for the local field approximation and results in

~D = ε ~E + ~P ⇔ ̂̂
d = Mεê+ ̂̂p (B.27)

~B = µ ~H + ~M ⇔ ̂̂b = Mµĥ+ ̂̂m (B.28)

~J = σ ~E ⇔ ̂̂j = Mσê (B.29)

Mεis the permittivity matrix, Mσ is the matrix of conductivities and Mµ is

the matrix of permeability. ̂̂p and ̂̂m arise from permanent electric and magnetic

polarizations respectively.

Time domain discretization of Maxwell’s equations is done by using Finite Difference

Time Domain (FDTD) approach and final updating matrix equations are obtained

[7].

B.2 Finite Difference Time Domain

Finite difference time domain method, which is also known as FDTD, is a numerical

method used for discretizing and solving Maxwell’s equations in differential form.

Kane Yee represented this method in 1966. It provides approximations for differen-

tial equations as finite differences [7]. It can handle composite geometries consisting

of different kind of materials like dielectrics, frequency dependent nonlinear and

anisotropic materials. It has various applications in elctromagnetics, among which

major are implementation, design and simulation of Microstrip active structures like

amplifiers and Microstrip passive structures like antenna as well [7].

It uses some of the basic difference equations for determining derivative of a function.
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Forward difference formula is given as

f
′
(x) =

f(x+ ∆x)− f(x)

∆x
(B.30)

and the first order central difference formula is given as

Figure B.6: Forward Difference

f
′
(x) =

f(x+ ∆x)− f(x−∆x)

2∆x
. (B.31)

Yee represented a set of finite difference equations for the time dependent Maxwells

Curl equations. These equations use the Forward Difference Method for determining

the derivative of a function. Both, electric and magnetic fields, are sampled at

discrete positions in time and space. Three dimensional geometry is divided into

cells to form a grid structure. Grid discretization is done as shown in figure 5.8.

Electric field components are placed at the centers of edges of the Yee cells and

oriented parallel to the respective edges. Magnetic field components are placed at
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Figure B.7: Central Difference

Figure B.8: Grid Discretization
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Figure B.9: Field Positions

the centers of the faces of the Yee cells and are oriented normal to the respective

faces. The field positions according to the figure 5.9, are given as follows with respect

to (1,1,1),

Ex(i, j, k) = ((i− 0.5)∆x, (j − 1)∆y, (k − 1)∆z) (B.32)

Ey(i, j, k) = ((i− 1)∆x, (j − 0.5)∆y, (k − 1)∆z) (B.33)

Ez(i, j, k) = ((i− 1)∆x, (j − 1)∆y, (k − 0.5)∆z) (B.34)

Hx(i, j, k) = ((i− 1)∆x, (j − 0.5)∆y, (k − 0.5)∆z) (B.35)

Hy(i, j, k) = ((i− 0.5)∆x, (j − 1)∆y, (k − 0.5)∆z) (B.36)

Hz(i, j, k) = ((i− 0.5)∆x, (j − 0.5)∆y, (k − 1)∆z). (B.37)

Material parameters are also considered accordingly. As presented in [7, 13], the

electric fields are sampled at 0, ∆t, 2∆t, 3∆t,. . ., n∆t, time positions (Integer time
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Figure B.10: Material Parameter Positions

steps) and the magnetic fields are sampled at (1/2)∆t, (1+1/2) ∆t,. . ., (n+1/2)∆t,

time positions according to the dual grid approach (Half integer time steps) and are

offset from each other by (∆t/2). Time discretization is given by superscript while

spatial discretization is given brackets attached with the respective components.

Now, consider the Maxwell’s curl equations as

∂ ~E

∂t
=

1

ε

[
∇× ~H − σe ~E − ~Ji

]
(B.38)

∂ ~H

∂t
=

1

µ

[
−∇× ~E − σm ~H − ~Mi

]
(B.39)

By using matrix form of the curl of a vector field, the curl of magnetic field H

can be given as

∇× ~H = î

(
∂Hz

∂y
− ∂Hy

∂z

)
− ĵ

(
∂Hz

∂x
− ∂Hx

∂z

)
+ k̂

(
∂Hy

∂x
− ∂Hx

∂y

)
(B.40)
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Figure B.11: Discretization Approach

and curl of electric field E can be given as

∇× ~E = î

(
∂Ez
∂y
− ∂Ey

∂z

)
− ĵ

(
∂Ez
∂x
− ∂Ex

∂z

)
+ k̂

(
∂Ey
∂x
− ∂Ex

∂y

)
(B.41)

By using these two equations, Maxwell’s curl equations can be equivalently rep-

resented as follows, where the rate of change of the components of electric and

magnetic fields in various directions, with respect to time is presented.

∂ ~Ex
∂t

=
1

εx

[(
∂Hz

∂y
− ∂Hy

∂z

)
− σex ~Ex − ~Jix

]
(B.42)

∂ ~Ey
∂t

=
1

εy

[(
∂Hx

∂z
− ∂Hz

∂x

)
− σey ~Ey − ~Jiy

]
(B.43)

∂ ~Ez
∂t

=
1

εz

[(
∂Hy

∂x
− ∂Hx

∂y

)
− σez ~Ez − ~Jiz

]
(B.44)

∂ ~Hx

∂t
=

1

µx

[
−
(
∂Ez
∂y
− ∂Ey

∂z

)
− σmx ~Hx − ~Mix

]
(B.45)

∂ ~Hy

∂t
=

1

µy

[
−
(
∂Ex
∂z
− ∂Ez

∂x

)
− σmy ~Hy − ~Miy

]
(B.46)
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∂ ~Hz

∂t
=

1

µz

[
−
(
∂Ey
∂x
− ∂Ex

∂y

)
− σmz ~Hz − ~Miz

]
(B.47)

Two necessary assumptions are taken into account as follows

a. Center point for x component of the Electric field is at (i, j, k) position.

b. Time instant
(
n+ 1

2

)
∆t being the center point in time.

Now, consider the following equation

∂ ~Ex
∂t

=
1

εx

[(
∂Hz

∂y
− ∂Hy

∂z

)
− σex ~Ex − ~Jix

]
(B.48)

This equation can be represented in the following form by applying the discretization

approach as discussed before.

En+1
x (i, j, k)− En

x (i, j, k)

∆t
=

1

εx(i, j, k)

H
n+ 1

2
z (i, j, k)−Hn+ 1

2
z (i, j − 1, k)

∆y

− 1

εx(i, j, k)

H
n+ 1

2
y (i, j, k)−Hn+ 1

2
y (i, j, k − 1)

∆z

− σex
εx(i, j, k)

En+ 1
2 (i, j, k)

− 1

εx(i, j, k)
J
n+ 1

2
ix (i, j, k)

(B.49)

Here, as is clear that electric field is sampled at only integer time instants so as

the electric field component at
(
n+ 1

2

)th
time needs to be replaced by something

appropriate. Thus an approximation is done as

E
n+ 1

2
x (i, j, k) =

En+1
x (i, j, k) + En

x (i, j, k)

2
(B.50)

Here, component of electric field at
(
n+ 1

2

)th
time instant is represented as the

average of electric field components at nth and (n + 1)th time instants. After some

manipulations, following equation is obtained
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2εx(i, j, k) + ∆tσex(i, j, k)

2εx(i, j, k)
En+1
x (i, j, k) =

2εx(i, j, k)−∆tσex(i, j, k)

2εx(i, j, k)
En
x (i, j, k)

− 2∆t

εx(i, j, k)∆y

(
H
n+ 1

2
z (i, j, k)−Hn+ 1

2
z (i, j − 1, k)

)
− 2∆t

εx(i, j, k)∆z

(
H
n+ 1

2
y (i, j, k)−Hn+ 1

2
y (i, j, k − 1)

)
− 2∆t

εx(i, j, k)
J
n+ 1

2
ix (i, j, k)

(B.51)

Final updating equation for the x-component of electric field can be written as

En+1
x (i, j, k) =

2εx(i, j, k)−∆tσex(i, j, k)

2εx(i, j, k) + ∆tσex(i, j, k)
En
x (i, j, k)

− 2∆t

(2εx(i, j, k) + ∆tσex(i, j, k)) ∆y

(
H
n+ 1

2
z (i, j, k)−Hn+ 1

2
z (i, j − 1, k)

)
− 2∆t

(2εx(i, j, k) + ∆tσex(i, j, k)) ∆z

(
H
n+ 1

2
y (i, j, k)−Hn+ 1

2
y (i, j, k − 1)

)
− 2∆t

2εx(i, j, k) + ∆tσex(i, j, k)
J
n+ 1

2
ix (i, j, k)

(B.52)

Now consider the magnetic field component in x-direction changing with respect

to time
∂ ~Hx

∂t
=

1

µx

[(
∂Ey
∂z
− ∂Ez

∂y

)
− σmx ~Hx − ~Mix

]
(B.53)

This equation can also be represented in the following form by applying the
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discretization approach as discussed before.

H
n+ 1

2
x (i, j, k)−Hn− 1

2
x (i, j, k)

∆t
=

1

µx(i, j, k)

En
y (i, j, k + 1)− En

y (i, j, k)

∆z

− 1

µx(i, j, k)

En
z (i, j + 1, k)− En

z (i, j, k)

∆y

− σmx
µx(i, j, k)

Hn
x (i, j, k)

− 1

µx(i, j, k)
Mn

ix(i, j, k)

(B.54)

Here, as is clear that magnetic field is sampled at only half integer time instants

so as the magnetic field component at nth time needs to be replaced by something

appropriate. Thus an approximation is done as

Hn
x (i, j, k) =

H
n+ 1

2
x (i, j, k) +H

n− 1
2

x (i, j, k)

2
(B.55)

After some manipulations, final updating equation for the x-component of magnetic

field can be written as

H
n+ 1

2
x (i, j, k) =

2µx(i, j, k)−∆tσmx (i, j, k)

2µx(i, j, k) + ∆tσmx (i, j, k)
H
n− 1

2
x (i, j, k)

− 2∆t

(2µx(i, j, k) + ∆tσmx (i, j, k)) ∆z

(
En
y (i, j, k + 1)− En

y (i, j, k)
)

− 2∆t

(2µx(i, j, k) + ∆tσmx (i, j, k)) ∆y
(En

z (i, j + 1, k)− En
z (i, j, k))

− 2∆t

2µx(i, j, k) + ∆tσmx (i, j, k)
Mn

ix(i, j, k)

(B.56)

Thus by using similar discretization approach, all the updating equations of

both electric and magnetic field can be derived. To make these equations simpler

to understand and to use in computer programming of FDTD method, coefficient

matrix approach is used to represent all the updating equations. Coefficient matrix
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representation of updating equations is given as,

a. X-component of Electric Field

En+1
x (i, j, k) =Cexe(i, j, k)× En

x (i, j, k)

Cexhy(i, j, k)×
(
H
n+ 1

2
z (i, j, k)−Hn+ 1

2
z (i, j − 1, k)

)
Cexhz(i, j, k)×

(
H
n+ 1

2
y (i, j, k)−Hn+ 1

2
y (i, j, k − 1)

)
Cexj(i, j, k)× Jn+

1
2

ix (i, j, k)

(B.57)

Where,

Cexe(i, j, k) =
2εx(i, j, k)−∆tσex(i, j, k)

2εx(i, j, k) + ∆tσex(i, j, k)
(B.58)

Cexhy(i, j, k) =
2∆t

(2εx(i, j, k) + ∆tσex(i, j, k)) ∆y
(B.59)

Cexhz(i, j, k) =
2∆t

(2εx(i, j, k) + ∆tσex(i, j, k)) ∆z
(B.60)

Cexj(i, j, k) =
2∆t

2εx(i, j, k) + ∆tσex(i, j, k)
(B.61)

b. Y-component of Electric Field

En+1
y (i, j, k) =Ceye(i, j, k)× En

y (i, j, k)

Ceyhx(i, j, k)×
(
H
n+ 1

2
x (i, j, k)−Hn+ 1

2
x (i, j, k − 1)

)
Ceyhz(i, j, k)×

(
H
n+ 1

2
z (i, j, k)−Hn+ 1

2
z (i− 1, j, k)

)
Ceyj(i, j, k)× Jn+

1
2

iy (i, j, k)

(B.62)

Where,
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Ceye(i, j, k) =
2εy(i, j, k)−∆tσey(i, j, k)

2εy(i, j, k) + ∆tσey(i, j, k)
(B.63)

Ceyhx(i, j, k) =
2∆t(

2εy(i, j, k) + ∆tσey(i, j, k)
)

∆z
(B.64)

Ceyhz(i, j, k) =
2∆t(

2εy(i, j, k) + ∆tσey(i, j, k)
)

∆x
(B.65)

Ceyj(i, j, k) =
2∆t

2εy(i, j, k) + ∆tσey(i, j, k)
(B.66)

c. Z-component of Electric Field

En+1
z (i, j, k) =Ceze(i, j, k)× En

z (i, j, k)

Cezhy(i, j, k)×
(
H
n+ 1

2
y (i, j, k)−Hn+ 1

2
y (i− 1, j, k)

)
Cezhx(i, j, k)×

(
H
n+ 1

2
x (i, j, k)−Hn+ 1

2
x (i, j − 1, k)

)
Cezj(i, j, k)× Jn+

1
2

iz (i, j, k)

(B.67)

Where,

Ceze(i, j, k) =
2εz(i, j, k)−∆tσez(i, j, k)

2εz(i, j, k) + ∆tσez(i, j, k)
(B.68)

Cezhy(i, j, k) =
2∆t

(2εz(i, j, k) + ∆tσez(i, j, k)) ∆x
(B.69)

Cezhx(i, j, k) =
2∆t

(2εz(i, j, k) + ∆tσez(i, j, k)) ∆y
(B.70)

Cezj(i, j, k) =
2∆t

2εz(i, j, k) + ∆tσez(i, j, k)
(B.71)



APPENDIX B. NUMERICAL TECHNIQUES FOR ANTENNA DESIGN 106

d. X-component of magnetic field

H
n+ 1

2
x (i, j, k) =Chxh(i, j, k)×Hn− 1

2
x (i, j, k)

Chxhy(i, j, k)×
(
En
y (i, j, k + 1)− En

y (i, j, k)
)

Chxhz(i, j, k)× (En
z (i, j + 1, k)− En

z (i, j, k))

Chxm(i, j, k)Mn
ix(i, j, k)

(B.72)

Where,

Chxh(i, j, k) =
2µx(i, j, k)−∆tσmx (i, j, k)

2µx(i, j, k) + ∆tσmx (i, j, k)
(B.73)

Chxhy(i, j, k) =
2∆t

(2µx(i, j, k) + ∆tσmx (i, j, k)) ∆z
(B.74)

Chxhz(i, j, k) =
2∆t

(2µx(i, j, k) + ∆tσmx (i, j, k)) ∆y
(B.75)

Chxm(i, j, k) =
2∆t

2µx(i, j, k) + ∆tσmx (i, j, k)
(B.76)

e. Y-component of magnetic field

H
n+ 1

2
y (i, j, k) =Chyh(i, j, k)×Hn− 1

2
y (i, j, k)

Chyhz(i, j, k)× (En
z (i+ 1, j, k)− En

z (i, j, k))

Chyhx(i, j, k)× (En
x (i, j, k + 1)− En

x (i, j, k))

Chym(i, j, k)×Mn
iy(i, j, k)

(B.77)

Where,

Chyh(i, j, k) =
2µy(i, j, k)−∆tσmy (i, j, k)

2µy(i, j, k) + ∆tσmy (i, j, k)
(B.78)
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Chyhz(i, j, k) =
2∆t(

2µy(i, j, k) + ∆tσmy (i, j, k)
)

∆x
(B.79)

Chyhx(i, j, k) =
2∆t(

2µy(i, j, k) + ∆tσmy (i, j, k)
)

∆z
(B.80)

Chym(i, j, k) =
2∆t

2µy(i, j, k) + ∆tσmy (i, j, k)
(B.81)

f. Z-component of magnetic field

H
n+ 1

2
z (i, j, k) =Chzh(i, j, k)×Hn− 1

2
z (i, j, k)

Chzhx(i, j, k)× (En
x (i, j + 1, k)− En

x (i, j, k))

Chzhy(i, j, k)×
(
En
y (i+ 1, j, k)− En

y (i, j, k)
)

Chzm(i, j, k)×Mn
iz(i, j, k)

(B.82)

Where,

Chzh(i, j, k) =
2µz(i, j, k)−∆tσmz (i, j, k)

2µz(i, j, k) + ∆tσmz (i, j, k)
(B.83)

Chzhx(i, j, k) =
2∆t

(2µz(i, j, k) + ∆tσmz (i, j, k)) ∆y
(B.84)

Chzhy(i, j, k) =
2∆t

(2µz(i, j, k) + ∆tσmz (i, j, k)) ∆x
(B.85)

Chzm(i, j, k) =
2∆t

2µz(i, j, k) + ∆tσmz (i, j, k)
(B.86)

Thus, Gausss Equations can be directly discretized in the similar manner. Now,

having derived FDTD updating equations, a Time Marching Algorithm is used to
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set up the problem space including the objects, material types, sources and lumped

elements [7]. The algorithm is shown in the figure 5.12. Time marching algorithm

starts with setting up the problem space, defining geometry, defining sources, lumped

elements, ports and setting all the material parameters. Then the computation of

all the field coefficients is done. After determining field coefficients, the magnetic

field components are updated at half integer time instants. Now, the electric field

coefficients are updated at integer time instants and the boundary conditions are

applied. After incrementing the time step to n+1 from n, the loop iteration is

checked whether it is last iteration or loop needs to be run again. If it is the last

iteration then the loop is stopped and the output is observed.

Figure B.12: Time Marching Algorithm
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Feb. 2011.
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